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Abstract. In this paper, the influence of an additive white noise forcing term on the numerical solution for 
a class of deterministic nonlinear one-dimensional Schrödinger equations with mixed concave convex was 
studied, sub-super nonlinearities, that is, the stationary states and the blowing-up solutions. Such a 
perturbation occurs when the size of the noise, described by the real-value parameter 𝜀𝜀𝜀𝜀 is positive. The size 
of the noise is controlled by the parameter 𝜀𝜀𝜀𝜀 > 0. We also proved that as 𝜀𝜀𝜀𝜀 approaches zero, the solution of 
the perturbed problem converges to the unique trajectory of the deterministic equation, which is the solitary 
wave. The stochastic model appears to be more realistic, and one can observe, for small values of 𝜀𝜀𝜀𝜀, a
similar evolution phenomena about the solution as that given by the deterministic case. However, an 
explosion of the solution and a blow-up phenomena can be noted as 𝜀𝜀𝜀𝜀 becomes bigger.
Key words: Nonlinear Schrödinger equation, Mixed nonlinearity, Blow-up phenomena, Finite difference 
scheme, White noise, Solvability.

1. Introduction

In this work, we are interested in the study of the 
one-dimensional stochastic nonlinear Schrödinger 

(NLS) equation with both subcritical and supercriti-
cal power nonlinearities in the presence of an additive 
noise. The resulting equation is a random perturb-
bation of the dynamical system of the following form

⎩
⎪
⎨

⎪
⎧

 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 + 𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 + 𝑔𝑔𝑔𝑔𝛼𝛼𝛼𝛼 (𝑖𝑖𝑖𝑖) + 𝑓𝑓𝑓𝑓𝜀𝜀𝜀𝜀(𝑖𝑖𝑖𝑖) = 0, 𝑡𝑡𝑡𝑡 ≥ 0, 𝐿𝐿𝐿𝐿2 ≥ 𝑥𝑥𝑥𝑥 ≥ 𝐿𝐿𝐿𝐿1,
 

 𝑖𝑖𝑖𝑖(0, 𝑥𝑥𝑥𝑥) = 𝑖𝑖𝑖𝑖0(𝑥𝑥𝑥𝑥), 𝐿𝐿𝐿𝐿1 ≤ 𝑥𝑥𝑥𝑥 ≤ 𝐿𝐿𝐿𝐿2,
 

 𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥(𝑡𝑡𝑡𝑡, 𝐿𝐿𝐿𝐿1) = 𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥(𝑡𝑡𝑡𝑡, 𝐿𝐿𝐿𝐿2) = 0, 𝑡𝑡𝑡𝑡 ≥ 0,

                                          (1)

where 𝑖𝑖𝑖𝑖 = 𝑖𝑖𝑖𝑖(𝑡𝑡𝑡𝑡, 𝑥𝑥𝑥𝑥) is a complex-valued function 
defined for 𝑡𝑡𝑡𝑡 ≥ 0 and 𝑥𝑥𝑥𝑥 ∈ ℝ, 𝛼𝛼𝛼𝛼 is a positive real 
parameter, 𝐿𝐿𝐿𝐿1 and 𝐿𝐿𝐿𝐿2 are reals such that 𝐿𝐿𝐿𝐿1 < 𝐿𝐿𝐿𝐿2, 𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡
is the derivative of 𝑖𝑖𝑖𝑖 with respect to the time t and 
 𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 is its second derivative wiht respect to the 
position 𝑥𝑥𝑥𝑥. The function 𝑔𝑔𝑔𝑔𝛼𝛼𝛼𝛼 is defined by

𝑔𝑔𝑔𝑔𝛼𝛼𝛼𝛼 (𝑖𝑖𝑖𝑖) = |𝑖𝑖𝑖𝑖|𝑝𝑝𝑝𝑝−1𝑖𝑖𝑖𝑖 + 𝛼𝛼𝛼𝛼|𝑖𝑖𝑖𝑖|𝑞𝑞𝑞𝑞−1𝑖𝑖𝑖𝑖.

The term 𝑓𝑓𝑓𝑓𝜀𝜀𝜀𝜀(𝑖𝑖𝑖𝑖) includes the stochastic 
contribution. In our case, we are concerned with an 
additive noise. This means that it will be considered 
to be real-valued, Gaussian, white in time and either

white or correlated in space. As an immediate 
consequence, the noise does not depend on the 
solution. The size of the noise is controlled by the 
parameter 𝜀𝜀𝜀𝜀 > 0.

The deterministic equation occurs as a basic 
model in many areas of physics, hydrodynamics, 
plasma physics, nonlinear optics, molecular biology. 
It describes the propagation of waves in media with 
both nonlinear and dispersive responses. It took the 
interest of some researchers like Ben Mabrouk et al. 
[3], Bratsos [4], Keraani [12] and Sulem and Sulem
[15]. It is an idealized model and does not take into 
account many aspects such as in-homogeneities, high 
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order terms, thermal fluctuations and external forces, 
which may be modeled as random excitations like it 
was the case in the works of Cheung and Mosincat
[5], Falkovich et al. [9], Farlano et al. [10] and Oh et 
al. [13].

Here, we particularly treat the influence of a noise 
acting as a potential on the behavior of the 
deterministic solution. Such effects on solitary waves 
have already been studied for the NLS equation and 
for also for the Korteweg-de-Vries equation (see, for 
example, Printems [14]). This kind of noise has been 
considered by Garnier in [11], where the paths were
smooth functions and the nonlinearity was
subcritical. In the case of a white noise, this type of 
model has been introduced in the context of crystals
by Bang et al. [1]. It is expected that such a noise has 
a strong influence on the solutions which blow-up. It 
may delay or even prevent the formation of a 
singularity. It has been shown in [6], by Debussche 
and Di Menza, via numerical simulations, that this is 
the case for a very irregular noise: for a space-time 
white noise. However, in the supercritical case and 
for a noise which is correlated in space but non 
degenerate, it has been observed, on the contrary, that
any solution seems to blow-up in a finite time. We 
recall that in the deterministic case, only a restricted 
class of solutions blow-up. 

The case of an additive noise has been considered 
in [7] by De Bouard and Debussche. It has been 
proved that for any initial data, blow-up occurs in the 
sense that, for arbitrary 𝑡𝑡𝑡𝑡 > 0, the probability that the 
solution blows up before the time t is strictly positive. 
Thus, the noise strongly influences this blow-up
phenomenon. In the present paper, the result is in 
perfect agreement with the numerical simulations. It 
represents, between others, a generalization of the 
results established by Ben Mabrouk et al. in [3] and 
by Debussche and Di Menza in [6].

The paper is organized as follows: In Section 2, 
we give a precise mathematical definition of the 
additive white noise and transform the continuous 
problem (1) to a discrete algebraic one. Then, we 
study the solvability of the difference scheme. The
next section is devoted to the convergence of this 
scheme. Some numerical implementations are given 
in section 5 to validate the scheme. The paper is 
ended by a recapitulative conclusion. 

2. Discretization of the stochastic 
Schrödinger equation

In this section, we start by giving a mathematical 
definition for an additive white noise. We follow the 
approach taken by Debussche and DiMenza in [6]. 
We consider a probability space (𝛺𝛺𝛺𝛺,ℱ, P), endowed 
with a filtration �ℱ(𝑡𝑡𝑡𝑡)�𝑡𝑡𝑡𝑡≥0. We also consider a
cylindrical Wiener process �𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡)�𝑡𝑡𝑡𝑡≥0 on 𝐿𝐿𝐿𝐿2(ℝ),
which is adapted to this filtration. Then, we have

𝑊𝑊𝑊𝑊(𝑡𝑡𝑡𝑡, 𝑥𝑥𝑥𝑥,𝑤𝑤𝑤𝑤) = �𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖(𝑡𝑡𝑡𝑡,𝑤𝑤𝑤𝑤)𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖(𝑥𝑥𝑥𝑥) ,
∞

𝑖𝑖𝑖𝑖=0

where (𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖)𝑖𝑖𝑖𝑖∈ℕ is an orthogonal basis of 𝐿𝐿𝐿𝐿2(ℝ) and 
(𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖)𝑖𝑖𝑖𝑖∈ℕ a sequence of independent real valued 
Brownian motions on ℝ+, associated to �ℱ(𝑡𝑡𝑡𝑡)�𝑡𝑡𝑡𝑡≥0.
The white noise is the time derivative of 𝑊𝑊𝑊𝑊. This 
makes that the stochastic forcing term will be written 
in the following form

𝑓𝑓𝑓𝑓𝜀𝜀𝜀𝜀(𝑖𝑖𝑖𝑖) =  𝜀𝜀𝜀𝜀�̇�𝜒𝜒𝜒 =
𝜕𝜕𝜕𝜕𝑊𝑊𝑊𝑊
𝜕𝜕𝜕𝜕𝑡𝑡𝑡𝑡

 .

More details and generalizations of these 
notations can be found in [] and the references 
therein. Taking in account these notations, we then 
rewrite the first equation in (1) as follows

𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑡𝑡𝑡𝑡 + 𝑖𝑖𝑖𝑖𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥 + 𝑔𝑔𝑔𝑔𝛼𝛼𝛼𝛼 (𝑖𝑖𝑖𝑖) =  𝜀𝜀𝜀𝜀�̇�𝜒𝜒𝜒, 𝑡𝑡𝑡𝑡 ≥ 0, 𝐿𝐿𝐿𝐿2 ≥ 𝑥𝑥𝑥𝑥 ≥ 𝐿𝐿𝐿𝐿1

Now, we are in position to establish the finite 
difference scheme corresponding to the problem (1). 
We consider a time step 𝑙𝑙𝑙𝑙 = ∆𝑡𝑡𝑡𝑡 and denote the time 
discretization by

𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘 = 𝑘𝑘𝑘𝑘𝑙𝑙𝑙𝑙 =k (𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘+1 − 𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘).

We fix an integer M and consider, a space step

ℎ = ∆𝑥𝑥𝑥𝑥 =
𝐿𝐿𝐿𝐿2 − 𝐿𝐿𝐿𝐿1
𝑀𝑀𝑀𝑀 + 1

 .

Then, we subdivide the interval [𝐿𝐿𝐿𝐿1, 𝐿𝐿𝐿𝐿2] into 
subintervals [𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚, 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚+1], where
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𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚 = 𝐿𝐿𝐿𝐿0 + 𝑚𝑚𝑚𝑚ℎ,𝑚𝑚𝑚𝑚 ∈ {0, … ,𝑀𝑀𝑀𝑀 + 1}

This allows to consider the space grid

Ωℎ = �𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚 = 𝐿𝐿𝐿𝐿0 + 𝑚𝑚𝑚𝑚ℎ,𝑚𝑚𝑚𝑚 ∈ {0, … ,𝑀𝑀𝑀𝑀 + 1}�, 

We, also, consider the space 𝑊𝑊𝑊𝑊ℎ of functions 
defined on Ωℎ, and vanishing at zero. It is endowed 
with the inner product, defined for any given vectors 

𝑈𝑈𝑈𝑈 = (𝑈𝑈𝑈𝑈0,𝑈𝑈𝑈𝑈1, … ,𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀+1)𝑡𝑡𝑡𝑡 and 𝑉𝑉𝑉𝑉 =
(𝑉𝑉𝑉𝑉0,𝑉𝑉𝑉𝑉1, … ,𝑉𝑉𝑉𝑉𝑀𝑀𝑀𝑀+1)𝑡𝑡𝑡𝑡

of ℝ𝑀𝑀𝑀𝑀+2 , by

< 𝑈𝑈𝑈𝑈,𝑉𝑉𝑉𝑉 >ℎ= ℎ � 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚 ,
𝑀𝑀𝑀𝑀+1

𝑚𝑚𝑚𝑚=0

and the associated 𝐿𝐿𝐿𝐿2-norm

||𝑈𝑈𝑈𝑈||ℎ,2 = (𝑈𝑈𝑈𝑈,𝑈𝑈𝑈𝑈)ℎ
1/2 = �ℎ � 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚

𝑀𝑀𝑀𝑀+1

𝑀𝑀𝑀𝑀=0

�

1/2

.

We denote by 𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 the approximation of 𝑖𝑖𝑖𝑖(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘 , 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚)
and by 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 the numerical solution. We introduce the 
following notations

𝛿𝛿𝛿𝛿𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 𝑈𝑈𝑈𝑈 =
𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘+1 − 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘−1

2𝑙𝑙𝑙𝑙
, 

∆𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 𝑈𝑈𝑈𝑈 =
𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚+1
𝑘𝑘𝑘𝑘 − 2𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 + 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚−1

𝑘𝑘𝑘𝑘

ℎ2
,

(𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡)𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 = 𝜆𝜆𝜆𝜆𝛿𝛿𝛿𝛿𝑚𝑚𝑚𝑚−1
𝑘𝑘𝑘𝑘 𝑈𝑈𝑈𝑈 + (1 − 2𝜆𝜆𝜆𝜆)𝛿𝛿𝛿𝛿𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 𝑈𝑈𝑈𝑈 + 𝜆𝜆𝜆𝜆𝛿𝛿𝛿𝛿𝑚𝑚𝑚𝑚+1

𝑘𝑘𝑘𝑘 𝑈𝑈𝑈𝑈,

(𝑈𝑈𝑈𝑈𝑥𝑥𝑥𝑥)𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 =
𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚+1
𝑘𝑘𝑘𝑘 − 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚−1

𝑘𝑘𝑘𝑘

2ℎ
,

(𝑈𝑈𝑈𝑈𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥)𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 = 𝜇𝜇𝜇𝜇∆𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘+1𝑈𝑈𝑈𝑈 + (1 − 2𝜇𝜇𝜇𝜇)∆𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 𝑈𝑈𝑈𝑈 + 𝜇𝜇𝜇𝜇∆𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘−1𝑈𝑈𝑈𝑈.

We then discretize the problem (1) as follows

𝑖𝑖𝑖𝑖(𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡)𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 + (𝑈𝑈𝑈𝑈𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥)𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 + 𝑔𝑔𝑔𝑔𝛼𝛼𝛼𝛼 �𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 � =

=  𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚
𝑘𝑘𝑘𝑘+12, m = 0, …, M+1.

Since we treat an additive noise, we have

𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚
𝑘𝑘𝑘𝑘+12 = 1

𝑙𝑙𝑙𝑙√ℎ
�𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘+1) − 𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘)�,

m = 1, …, M,

𝑓𝑓𝑓𝑓0
𝑘𝑘𝑘𝑘+12 =

√2
𝑙𝑙𝑙𝑙√ℎ

�𝛽𝛽𝛽𝛽0(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘+1) − 𝛽𝛽𝛽𝛽0(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘)�, 

𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀+1
𝑘𝑘𝑘𝑘+12 =

√2
𝑙𝑙𝑙𝑙√ℎ

�𝛽𝛽𝛽𝛽𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘+1) − 𝛽𝛽𝛽𝛽𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘)�. 

Moreover, as the random variables 

1
𝑙𝑙𝑙𝑙
�𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘+1) − 𝛽𝛽𝛽𝛽𝑚𝑚𝑚𝑚(𝑡𝑡𝑡𝑡𝑘𝑘𝑘𝑘)�, k ≥ 0, m = 0, …, M+1

are independent with normal law 𝒩𝒩𝒩𝒩 (0,1), we can 
choose the

�𝜒𝜒𝜒𝜒𝑚𝑚𝑚𝑚
𝑘𝑘𝑘𝑘+12�, k ≥ 0, m = 0, …, M+1

to be a sequence of independent random variables 
with normal law 𝒩𝒩𝒩𝒩 (0, 1). The numerical problem is 
considered under the initial data

⎩
⎪
⎨

⎪
⎧ 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚0 = 𝑖𝑖𝑖𝑖(0, 𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚) = 𝑖𝑖𝑖𝑖0(𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚), 0 ≤ 𝑚𝑚𝑚𝑚 ≤ 𝑀𝑀𝑀𝑀 + 1,

 
𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚1 = 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚0 + 𝑖𝑖𝑖𝑖𝑙𝑙𝑙𝑙 �𝑖𝑖𝑖𝑖0′′(𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚) + 𝑔𝑔𝑔𝑔𝛼𝛼𝛼𝛼 �𝑖𝑖𝑖𝑖0(𝑥𝑥𝑥𝑥𝑚𝑚𝑚𝑚)�� , 0 ≤ 𝑚𝑚𝑚𝑚 ≤ 𝑀𝑀𝑀𝑀 + 1,

 
𝑈𝑈𝑈𝑈1𝑘𝑘𝑘𝑘 = 𝑈𝑈𝑈𝑈0𝑘𝑘𝑘𝑘 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀𝑘𝑘𝑘𝑘 = 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀+1𝑘𝑘𝑘𝑘  , 𝑘𝑘𝑘𝑘 ≥  0.

                                 (2)

We consider the approximation

ℎ𝛼𝛼𝛼𝛼 �𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 � = �𝑣𝑣𝑣𝑣1𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 + (1 − 𝑣𝑣𝑣𝑣1)𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘−1�ℎ�𝛼𝛼𝛼𝛼 ,
𝑣𝑣𝑣𝑣1 ∈ [0,1],

where

ℎ�𝛼𝛼𝛼𝛼 = max
0≤𝑚𝑚𝑚𝑚≤𝑀𝑀𝑀𝑀+1

{|𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚0 |𝑝𝑝𝑝𝑝−1 + 𝛼𝛼𝛼𝛼 |𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚0 |𝑞𝑞𝑞𝑞−1}.



7Chouhaïd Souissi et al.

International Journal of Mathematics and Physics 15, №1 (2024)                                         Int. j. math. phys. (Online)

Next, we denote by 𝜎𝜎𝜎𝜎 the report

𝜎𝜎𝜎𝜎 =
𝑙𝑙𝑙𝑙
ℎ2

and take the following notations,

𝑎𝑎𝑎𝑎1 = 2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆, 

𝑎𝑎𝑎𝑎2 = −4𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + (1 − 2𝜆𝜆𝜆𝜆)𝑖𝑖𝑖𝑖,

𝑏𝑏𝑏𝑏1 = −2𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇), 

𝑏𝑏𝑏𝑏2 = 4𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇) − 2𝑣𝑣𝑣𝑣1𝑙𝑙𝑙𝑙 ℎ�𝛼𝛼𝛼𝛼 ,

𝑐𝑐𝑐𝑐1 = −2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆,

𝑐𝑐𝑐𝑐2 = 4𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 2𝜆𝜆𝜆𝜆) − 2(1 − 𝑣𝑣𝑣𝑣1) 𝑙𝑙𝑙𝑙 ℎ�𝛼𝛼𝛼𝛼 ,

This leads, for 1 ≤ 𝑚𝑚𝑚𝑚 ≤ 𝑀𝑀𝑀𝑀, to

𝑎𝑎𝑎𝑎1(𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚−1
𝑘𝑘𝑘𝑘+1 + 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚+1

𝑘𝑘𝑘𝑘+1 ) + 𝑎𝑎𝑎𝑎2𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘+1 =

= 𝑏𝑏𝑏𝑏1 (𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚−1
𝑘𝑘𝑘𝑘 + 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚+1

𝑘𝑘𝑘𝑘 ) + 𝑏𝑏𝑏𝑏2𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 +

+𝑐𝑐𝑐𝑐1(𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚−1
𝑘𝑘𝑘𝑘−1 + 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚+1

𝑘𝑘𝑘𝑘−1 ) + 𝑐𝑐𝑐𝑐2𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘−1 + 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚
𝑘𝑘𝑘𝑘+12       (3)

The boundary conditions are expressed as 
follows

(𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2) 𝑈𝑈𝑈𝑈0𝑘𝑘𝑘𝑘+1 + 𝑎𝑎𝑎𝑎1𝑈𝑈𝑈𝑈1𝑘𝑘𝑘𝑘+1 =

= (𝑏𝑏𝑏𝑏1 + 𝑏𝑏𝑏𝑏2) 𝑈𝑈𝑈𝑈0𝑘𝑘𝑘𝑘 + 𝑏𝑏𝑏𝑏1𝑈𝑈𝑈𝑈1𝑘𝑘𝑘𝑘 +

+(𝑐𝑐𝑐𝑐1 + 𝑐𝑐𝑐𝑐2) 𝑈𝑈𝑈𝑈0𝑘𝑘𝑘𝑘−1 + 𝑐𝑐𝑐𝑐1𝑈𝑈𝑈𝑈1𝑘𝑘𝑘𝑘−1 + 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓0
𝑘𝑘𝑘𝑘+12          (4)

and
𝑎𝑎𝑎𝑎1 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀−1𝑘𝑘𝑘𝑘+1 + (𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2) 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀𝑘𝑘𝑘𝑘+1 =

= 𝑏𝑏𝑏𝑏1 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀−1𝑘𝑘𝑘𝑘+1 + (𝑏𝑏𝑏𝑏1 + 𝑏𝑏𝑏𝑏2) 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀𝑘𝑘𝑘𝑘+1 +

+𝑐𝑐𝑐𝑐1 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀−1𝑘𝑘𝑘𝑘+1 + (𝑐𝑐𝑐𝑐1 + 𝑐𝑐𝑐𝑐2) 𝑈𝑈𝑈𝑈𝑀𝑀𝑀𝑀𝑘𝑘𝑘𝑘+1 + 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀+1
𝑘𝑘𝑘𝑘+12.         (5)

3. Solvability of the difference scheme

To prove the solvability of the dufference 
scheme, we need to write the problem (3)-(5) in its 
matrix form, i.e.,

𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈𝑘𝑘𝑘𝑘+1 = 𝐵𝐵𝐵𝐵𝑈𝑈𝑈𝑈𝑘𝑘𝑘𝑘 + 𝐶𝐶𝐶𝐶𝑈𝑈𝑈𝑈𝑘𝑘𝑘𝑘−1 + 𝐹𝐹𝐹𝐹,              (6)

where 𝐴𝐴𝐴𝐴 is the (𝑁𝑁𝑁𝑁 + 2)2-matrix defined as follows

𝐴𝐴𝐴𝐴 =

⎝

⎜⎜
⎛

𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2  𝑎𝑎𝑎𝑎1 0  ⋯  ⋯  0 
 𝑎𝑎𝑎𝑎1  𝑎𝑎𝑎𝑎2  𝑎𝑎𝑎𝑎1  ⋱ ⋱  ⋮

 0 ⋱ ⋱  ⋱ ⋱  ⋮
 

 ⋮ ⋱ ⋱ ⋱ ⋱  0 
 ⋮ ⋱ ⋱   𝑎𝑎𝑎𝑎1  𝑎𝑎𝑎𝑎2  𝑎𝑎𝑎𝑎1 

 0 ⋯  ⋯  0  𝑎𝑎𝑎𝑎1 𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2 ⎠

⎟⎟
⎞

.

𝐵𝐵𝐵𝐵 is also an (𝑀𝑀𝑀𝑀 + 2)2-matrix. It is obtained by 
replacing 𝑎𝑎𝑎𝑎1 and 𝑎𝑎𝑎𝑎2 respectively by  𝑏𝑏𝑏𝑏1 and 𝑏𝑏𝑏𝑏2 in the 
matrix 𝐴𝐴𝐴𝐴. Similarly, 𝐶𝐶𝐶𝐶 is the (𝑀𝑀𝑀𝑀 + 2)2-matrix 
obtained by replacing respectively 𝑎𝑎𝑎𝑎1 and 𝑎𝑎𝑎𝑎2 by 𝑏𝑏𝑏𝑏1
and 𝑏𝑏𝑏𝑏2 in 𝐴𝐴𝐴𝐴. Finally, the matrix F represents the white 
noise vector. It is expressed as follows

𝐹𝐹𝐹𝐹 =

⎝

⎜
⎜
⎜
⎜
⎜
⎛𝑓𝑓𝑓𝑓0

𝑘𝑘𝑘𝑘+12

⋮

𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚
𝑘𝑘𝑘𝑘+12

⋮

𝑓𝑓𝑓𝑓𝑁𝑁𝑁𝑁+1
𝑘𝑘𝑘𝑘+12⎠

⎟
⎟
⎟
⎟
⎟
⎞

.

The solvability of the difference scheme (3)-(5) 
is related to the determinant of the matrix A. This is 
based on a result developed by El-Mikkawy and 
Karawia in [8] and treating the invertibility of a 
general tri-diagonal matrix. We recall the basic result 
in what follows,

Lemma 1 [8] Consider the following real matrix 
A,

𝐸𝐸𝐸𝐸 =

⎝

⎜
⎜
⎛  

𝑎𝑎𝑎𝑎1  𝑦𝑦𝑦𝑦1 0  ⋯  ⋯  0 
 𝑧𝑧𝑧𝑧2  𝑎𝑎𝑎𝑎2  𝑦𝑦𝑦𝑦2  ⋱ ⋱  ⋮ 

0 ⋱ ⋱  ⋱ ⋱  ⋮ 
 ⋮ ⋱ ⋱ ⋱ ⋱  0 

 ⋮ ⋱ ⋱   𝑧𝑧𝑧𝑧𝑀𝑀𝑀𝑀−1  𝑎𝑎𝑎𝑎𝑀𝑀𝑀𝑀−1  𝑦𝑦𝑦𝑦𝑀𝑀𝑀𝑀−1 
 0 ⋯  ⋯  0   𝑧𝑧𝑧𝑧𝑀𝑀𝑀𝑀 𝑎𝑎𝑎𝑎𝑀𝑀𝑀𝑀 ⎠

⎟
⎟
⎞

and define the real vector

τ = (τ0, τ1, … , τn)t
as follows

𝜏𝜏𝜏𝜏𝑗𝑗𝑗𝑗 =

⎩
⎪
⎨

⎪
⎧

1 𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 𝑗𝑗𝑗𝑗 = 0,
 

𝑎𝑎𝑎𝑎1 𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 𝑗𝑗𝑗𝑗 = 1,
 

 𝑎𝑎𝑎𝑎𝑗𝑗𝑗𝑗𝜏𝜏𝜏𝜏𝑗𝑗𝑗𝑗−1 − 𝑧𝑧𝑧𝑧𝑗𝑗𝑗𝑗𝑦𝑦𝑦𝑦𝑗𝑗𝑗𝑗−1𝜏𝜏𝜏𝜏𝑗𝑗𝑗𝑗−2 𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 𝑗𝑗𝑗𝑗 = 2, 3, … ,𝑎𝑎𝑎𝑎.

(7)
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Then, there holds

𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝐸𝐸𝐸𝐸) = 𝜏𝜏𝜏𝜏𝑛𝑛𝑛𝑛.

Now, we are in position to state the main result of 
this section.

Theorem 1 The difference scheme (3)-(5) is 
uniquely solvable.

Proof Denote by 𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀+2(𝐴𝐴𝐴𝐴) the determinant of 
the matrix A. Then, we have the following recursive 
equation 

𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀+2(𝐴𝐴𝐴𝐴) −
−( 𝑎𝑎𝑎𝑎1 +  𝑎𝑎𝑎𝑎2) 𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀+1(𝐴𝐴𝐴𝐴) + 𝑎𝑎𝑎𝑎12 𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑁𝑁𝑁𝑁(𝐴𝐴𝐴𝐴) = 0.

Thanks to Lemma 1, we deduce 𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀+2(𝐴𝐴𝐴𝐴) in 
three cases.

First case: 𝜇𝜇𝜇𝜇 = 0 and 𝜆𝜆𝜆𝜆 = 1
3
∶ Standard 

computations yield,

𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀+2(𝐴𝐴𝐴𝐴) = (𝑀𝑀𝑀𝑀 + 3) �
𝑖𝑖𝑖𝑖
3
�
𝑀𝑀𝑀𝑀+2

≠ 0.

Second case: 𝜇𝜇𝜇𝜇 = 0 and 𝜆𝜆𝜆𝜆 ≠ 1
3
. We denote by 

𝛿𝛿𝛿𝛿 = �1 − 2𝜆𝜆𝜆𝜆 − 3𝜆𝜆𝜆𝜆2,

𝑋𝑋𝑋𝑋1 =
𝑖𝑖𝑖𝑖
2

(1 − 𝜆𝜆𝜆𝜆 + 𝛿𝛿𝛿𝛿),

𝑋𝑋𝑋𝑋2 =
𝑖𝑖𝑖𝑖
2

(1 − 𝜆𝜆𝜆𝜆 − 𝛿𝛿𝛿𝛿),

𝐶𝐶𝐶𝐶1 = −
1 − 𝜆𝜆𝜆𝜆
𝛿𝛿𝛿𝛿

+
𝑖𝑖𝑖𝑖𝑋𝑋𝑋𝑋2(−2 + 5𝜆𝜆𝜆𝜆 − 2𝜆𝜆𝜆𝜆2)

𝛿𝛿𝛿𝛿𝜆𝜆𝜆𝜆2
, 

𝐶𝐶𝐶𝐶2 = −
1 − 𝜆𝜆𝜆𝜆
𝛿𝛿𝛿𝛿

+
𝑖𝑖𝑖𝑖𝑋𝑋𝑋𝑋1(−2 + 5𝜆𝜆𝜆𝜆 − 2𝜆𝜆𝜆𝜆2)

𝛿𝛿𝛿𝛿𝜆𝜆𝜆𝜆2
 . 

Then, we have

𝐷𝐷𝐷𝐷𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑀𝑀𝑀𝑀+2(𝐴𝐴𝐴𝐴) = 𝐶𝐶𝐶𝐶1𝑋𝑋𝑋𝑋1𝑀𝑀𝑀𝑀+2 + 𝐶𝐶𝐶𝐶2𝑋𝑋𝑋𝑋2𝑀𝑀𝑀𝑀+2 ≠ 0 (8)
Third case: 𝜇𝜇𝜇𝜇 ≠ 0. We consider the following 

complex values,

𝛿𝛿𝛿𝛿 = �(𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2)2 − 4𝑎𝑎𝑎𝑎12,

𝑋𝑋𝑋𝑋1 =
1
2

(𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2 + 𝛿𝛿𝛿𝛿),

𝑋𝑋𝑋𝑋2 =
1
2

(𝑎𝑎𝑎𝑎1 + 𝑎𝑎𝑎𝑎2 − 𝛿𝛿𝛿𝛿).

Computations similar to the second case lead also 
to the equation (8).

It follows that the system (3)-(5) is uniquely 
solvable.

4. Convergence of the difference scheme

The main result of this section can be stated as 
follows, 

Theorem 2 Suppose that 𝑙𝑙𝑙𝑙 = 𝑜𝑜𝑜𝑜(ℎ2), is small 
enough. Then, the difference scheme (3)-(5) is 
convergent.

Proof We set,

𝑋𝑋𝑋𝑋 = 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 and 𝑍𝑍𝑍𝑍 = 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 , 

𝜃𝜃𝜃𝜃 ∈ ℝ, 𝜓𝜓𝜓𝜓 ∈ ℂ,
and write

𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 = 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖 = 𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘𝑍𝑍𝑍𝑍𝑚𝑚𝑚𝑚,

k ≥ 0, m = 0, …, M+1.

By replacing, first in (3), we obtain, for k≥ 1 and
1 ≤ 𝑚𝑚𝑚𝑚 ≤ 𝑀𝑀𝑀𝑀,

𝐴𝐴𝐴𝐴𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘+1 + 𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘 +

+𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘−1 − 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑚𝑚𝑚𝑚
𝑘𝑘𝑘𝑘+12 = 0,              (8)

where

⎩
⎪
⎨

⎪
⎧ 𝐴𝐴𝐴𝐴𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍) = �(2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆)(1 + 𝑍𝑍𝑍𝑍2) + �−4𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 2𝜆𝜆𝜆𝜆)� 𝑍𝑍𝑍𝑍� 𝑍𝑍𝑍𝑍𝑚𝑚𝑚𝑚−1,

 
𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍) = �−2𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇)(1 + 𝑍𝑍𝑍𝑍2) + �4𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇) − 2𝑣𝑣𝑣𝑣𝑙𝑙𝑙𝑙ℎ�𝛼𝛼𝛼𝛼 �𝑍𝑍𝑍𝑍� 𝑍𝑍𝑍𝑍𝑚𝑚𝑚𝑚−1,

 
 𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚(𝑍𝑍𝑍𝑍) = �(−2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆)(1 + 𝑍𝑍𝑍𝑍2) + �4𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 2𝜆𝜆𝜆𝜆) − 2(1 − 𝑣𝑣𝑣𝑣1)𝑙𝑙𝑙𝑙ℎ�𝛼𝛼𝛼𝛼 � 𝑍𝑍𝑍𝑍� 𝑍𝑍𝑍𝑍𝑚𝑚𝑚𝑚−1.
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Then, replacing in (4), we obtain for k ≥ 1 and 𝑚𝑚𝑚𝑚 = 0,

𝐴𝐴𝐴𝐴0(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘+1 + 𝐵𝐵𝐵𝐵0(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘 + 𝐶𝐶𝐶𝐶0(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘−1 − 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓0
𝑘𝑘𝑘𝑘+12 = 0,

with

⎩
⎪
⎨

⎪
⎧

𝐴𝐴𝐴𝐴0(𝑍𝑍𝑍𝑍) = −2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 𝜆𝜆𝜆𝜆) + (2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆) 𝑍𝑍𝑍𝑍,
 

𝐵𝐵𝐵𝐵0(𝑍𝑍𝑍𝑍) = 2𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇) − 2𝑣𝑣𝑣𝑣1𝑙𝑙𝑙𝑙ℎ�𝛼𝛼𝛼𝛼 − 2𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇) 𝑍𝑍𝑍𝑍,
 

 𝐶𝐶𝐶𝐶0(𝑍𝑍𝑍𝑍) = 2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 𝜆𝜆𝜆𝜆) − 2(1 − 𝑣𝑣𝑣𝑣1)𝑙𝑙𝑙𝑙ℎ�𝛼𝛼𝛼𝛼 + (−2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆) 𝑍𝑍𝑍𝑍.

Finally, replacing in (5), we obtain for k ≥ 1 and 𝑚𝑚𝑚𝑚 = 𝑀𝑀𝑀𝑀 + 1,

𝐴𝐴𝐴𝐴𝑀𝑀𝑀𝑀+1(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘+1 + 𝐵𝐵𝐵𝐵𝑀𝑀𝑀𝑀+1(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘 + 𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀+1(𝑍𝑍𝑍𝑍)𝑋𝑋𝑋𝑋𝑘𝑘𝑘𝑘−1 − 𝜀𝜀𝜀𝜀𝑓𝑓𝑓𝑓𝑀𝑀𝑀𝑀+1
𝑘𝑘𝑘𝑘+12 = 0,

where

⎩
⎪
⎨

⎪
⎧ 𝐴𝐴𝐴𝐴𝑀𝑀𝑀𝑀+1(𝑍𝑍𝑍𝑍) = �2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆 + �−2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 𝜆𝜆𝜆𝜆)� 𝑍𝑍𝑍𝑍� 𝑍𝑍𝑍𝑍𝑀𝑀𝑀𝑀 ,

 
𝐵𝐵𝐵𝐵𝑀𝑀𝑀𝑀+1(𝑍𝑍𝑍𝑍) = �−2𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇) + �2𝜎𝜎𝜎𝜎(1 − 2𝜇𝜇𝜇𝜇) − 2𝑣𝑣𝑣𝑣1𝑙𝑙𝑙𝑙ℎ�𝛼𝛼𝛼𝛼 � 𝑍𝑍𝑍𝑍� 𝑍𝑍𝑍𝑍𝑀𝑀𝑀𝑀 ,

 
 𝐶𝐶𝐶𝐶𝑀𝑀𝑀𝑀+1(𝑍𝑍𝑍𝑍) = �−2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖𝜆𝜆𝜆𝜆 + �2𝜇𝜇𝜇𝜇𝜎𝜎𝜎𝜎 + 𝑖𝑖𝑖𝑖(1 − 𝜆𝜆𝜆𝜆) − 2(1 − 𝑣𝑣𝑣𝑣1)𝑙𝑙𝑙𝑙ℎ�𝛼𝛼𝛼𝛼 � 𝑍𝑍𝑍𝑍� 𝑍𝑍𝑍𝑍𝑀𝑀𝑀𝑀 .

When 𝜓𝜓𝜓𝜓 is real, it is obvious from the equation 
(9) that 𝑈𝑈𝑈𝑈𝑚𝑚𝑚𝑚𝑘𝑘𝑘𝑘 remains bounded. Otherwise, a sufficient 
condition for the convergence of the scheme is that

�𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖� ≤ 1.                            (9)

In that case, one has

�𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖� = |𝑋𝑋𝑋𝑋| ≤ min �|𝐵𝐵𝐵𝐵𝑚𝑚𝑚𝑚|
|𝐴𝐴𝐴𝐴𝑚𝑚𝑚𝑚|  , 0 ≤ 𝑚𝑚𝑚𝑚 ≤ 𝑀𝑀𝑀𝑀 + 1�. (10)

Taking 𝑚𝑚𝑚𝑚 = 0, supposing that 𝑙𝑙𝑙𝑙 = 𝑜𝑜𝑜𝑜(ℎ2) and 
following the calculations given by Ben

Mabrouk et al. in [2], the equations (9) and (10)
lead to,

|𝐵𝐵𝐵𝐵0|2 − |𝐴𝐴𝐴𝐴0|2 ≤ 0,

and the result follows.

5. Numerical implementations

We want to investigate the noise effects on 
stationary solutions in a concrete situation. We recall 
that the deterministic solutions take the following 
form

𝑖𝑖𝑖𝑖(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �
2𝑎𝑎𝑎𝑎
qs

exp�𝑖𝑖𝑖𝑖 �
1
2
𝑐𝑐𝑐𝑐𝑥𝑥𝑥𝑥 − 𝜃𝜃𝜃𝜃𝑡𝑡𝑡𝑡 + 𝜑𝜑𝜑𝜑� + 𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒𝑐𝑐𝑐𝑐ℎ�√𝑎𝑎𝑎𝑎(𝑥𝑥𝑥𝑥 − 𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡) + 𝜙𝜙𝜙𝜙��.

where 𝑎𝑎𝑎𝑎, qs, 𝜃𝜃𝜃𝜃 = c2

4
− 𝑎𝑎𝑎𝑎, 𝜑𝜑𝜑𝜑 and 𝜙𝜙𝜙𝜙 are appropriate 

constants. It is a soliton-type disturbance which 
travals with speed 𝑐𝑐𝑐𝑐 and with a governed amplitude.

In the treated example, the time and space partial 
derivative parameters are fixed to the particular case 
where

𝜆𝜆𝜆𝜆 =
1
5

 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝜇𝜇𝜇𝜇 =
1
3

 .

For the numerical scheme (3)-(5), the 
computations are done in the space domain [L1, L2],
with L1 = −80 and L2 = 100. The space step was
ℎ = 1. The considered time interval was [0, 10], with 
a time step 𝑙𝑙𝑙𝑙 = 0.01. The soliton parameters were 
fixed as follows,

𝑎𝑎𝑎𝑎 = 0.01, qs = 1 and c = 0.1
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and the phase parameters 

𝜙𝜙𝜙𝜙 = 𝜑𝜑𝜑𝜑 = 0.

For the nonlinearity, we took the values

𝑞𝑞𝑞𝑞 = 0.73, 𝑝𝑝𝑝𝑝 = 1.5 and 𝑣𝑣𝑣𝑣1 =0.5.

It was numerically proved that the asymptotic 
limit of the solution 𝑖𝑖𝑖𝑖(𝜀𝜀𝜀𝜀) of the problem (1), as 𝜀𝜀𝜀𝜀 goes 
to 0, is in fact, the stationary wave 𝑖𝑖𝑖𝑖(0), which 
corresponds to the the deterministic case (see Figure 
1), and physically interpreted by the absence of noise.

For small amplitudes of the noise, corresponding 
to small values of the parameter 𝜀𝜀𝜀𝜀, we can see that the 
solitary wave is not strongly perturbed and that the 
noise does not prevent its propagation. This is clearly 
expressed in Figure 2, where the values 𝜀𝜀𝜀𝜀 = 0.1, 𝜀𝜀𝜀𝜀 =
0.05 and 𝜀𝜀𝜀𝜀 = 0.04 were respectively drown in the 
parts (a), (b) and (c) of this figure.

However, as the noise level becomes higher, the 
wave is progressively destroyed. This is the subject 
of Figure 3, in which the values 𝜀𝜀𝜀𝜀 = 0.1, 𝜀𝜀𝜀𝜀 = 0.15

and 𝜀𝜀𝜀𝜀 = 0.25 correspond respectively to the parts (a), 
(b) and (c). 

Figure 1  – Plots in the (t,x)-plane of the stationary wave 
corresponding to the deterministic case: ε = 0 

Now, taking the amplitude 𝜀𝜀𝜀𝜀 of the noise greater 
than 0.3, it is clearly seen that the wave explodes 
under the influence of the additive noise. This blow-
up phenomenon appears in Figure 4, (a) and (b), 
respectively for 𝜀𝜀𝜀𝜀 = 0.45 and 𝜀𝜀𝜀𝜀 = 0.35.

(a)                                                                            (b)

(c)

Figure 2 – Plots in the (t,x)-plane of |u| for one trajectory
for small values of the amlitude of the noise.

(a) ε = 0.1, (b) ε = 0.05, (c) ε = 0.04
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(c)                                                                             (d)

 
(c) 
 

Figure 3 – Progressive destruction of the stationary wave,
plotted in the (t,x)-plane, as the amplitude of the noise becomes bigger.

(a) ε = 0.1, (b) ε = 0.15, (c) ε = 0.25 

(a)                                                                       (b)

Figure 4 – Explosion of the wave, plotted in the (t,x)-plane,
under the effect of big values of the noise.

(a) ε = 0.45, (b) ε = 0.35. 

6. Conclusion

It is noted that the stochastic nonlinear 
equation (1) can be considered as an additive
white noise random perturbation of the 
deterministic equation, defined for 𝜀𝜀𝜀𝜀 = 0. Such a 
perturbation occurs when the size of the noise, 
described by the real-value parameter 𝜀𝜀𝜀𝜀, is
positive. We proved that as 𝜀𝜀𝜀𝜀 approaches zero, the 

solution of the perturbed problem converges to the 
unique trajectory of the deterministic equation,
which is the solitary wave. The stochastic model 
appears to be more realistic, and one can observe,
for small values of 𝜀𝜀𝜀𝜀, a similar evolution 
phenomena about the solution as that given by the 
deterministic case. However, an explosion of the 
solution and a blow-up phenomena can be noted 
as 𝜀𝜀𝜀𝜀 becomes bigger.
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SOFT INTERSECTION ALMOST SUBSEMIGROUPS OF SEMIGROUPS

Abstract. Semigroups are the building blocks of algebra as they have application in automata, coding 
theory, formal languages, and theoretical computer science. They are also used in the solutions of graph theory 
and optimization theory. For the advanced study of algebraic structures and their applications, ideals are 
essential. The generalization of ideals in algebraic structures is necessary for further research on algebraic 
structures. The main purpose of this paper is to present the notion of soft intersection almost subsemigroup of 
a semigroup, which is a generalization of soft intersection subsemigroup and investigate its basic properties in 
detail. In this context, we also obtain many striking relationships between almost subsemigroups and soft 
intersection almost subsemigroups concerning minimality, primeness, semiprimeness and strongly primeness.

I. Introductıon

Semigroups are the building blocks of algebra as 
they have applications in automata, coding theory, 
formal languages, and theoretical computer science. 
They are also used in the solutions of graph theory 
and optimization theory. For the advanced study of 
algebraic structures and their applications, ideals are 
essential. The generalization of ideals in algebraic 
structures is necessary for further research on 
algebraic structures. Many mathematicians 
introduced different expansions of the notion of 
ideals in algebraic structures, demonstrating 
important results and characterizing algebraic 
structures. Grosek and Satko [1] introduced the 
concept of almost left, right, and two-sided ideals of 
semigroups for the first time in 1980. Later in 1981, 
Bogdanovic [2] proposed the notion of almost bi-
ideals in semigroups as an extension of bi-ideals. 
Using the concepts of semigroup quasi-ideals and 
almost ideals, Wattanatripop et al. (2018) introduced 
the idea of almost quasi-ideals. Kaopusek et al. [4], 
using the concepts of almost ideals and interior ideals 
of semigroups, proposed the concepts of almost 
interior ideals and weakly almost interior ideals of 
semigroups and investigated their characteristics in 
2020. The concepts of almost bi-interior ideals of
semigroups, almost subsemigroups of semigroups, 
and almost bi-quasi-interior ideals of semigroups 
were first presented by Iampan et al. [5] in 2021, 

Chinram and Nakkhasen [6] in 2022, and Gaketem [7] 
in 2022, respectively. In addition, various forms of 
fuzzification of almost ideals were studied in [3, 5-9].

To model uncertainty, Molodtsov [10] introduced 
the concept of soft set in 1999. Soft set is defined as 
a function from the parameter set E to the power set 
of U. Since then, scholars from a wide range of 
domains have become interested in soft sets. Soft set 
operations, which form the foundation of the theory, 
are examined in [11–26]. The definition of soft set 
and soft set operations were modified by Çağman and 
Enginoğlu [27]. Furthermore, Çağman et al. [28] 
developed the idea of soft intersection groups, which 
served as inspiration for a variety of soft algebraic 
structures. The idea of soft intersection substructures 
of semigroups originated with the use of soft sets in 
semigroups. Soft intersection subsemigroups, left 
(right/two-sided ideals), (generalized) bi-ideals, 
interior ideals, and quasi-ideals of semigroups were 
developed and explored by Sezer et al. [29, 30]. 
Sezgin and Orbay [31] characterized semisimple 
semigroups, duo semigroups, right(left) zero 
semigroups, right(left) simple semigroups, 
semilattice of left(right) simple semigroups, 
semilattice of left(right) groups, and semilattice of 
groups. Lately, Rao [32–35] presented a variety of 
new semigroup ideals, including weak-interior ideals,
bi-quasi-interior ideals, bi-interior ideals, and quasi-
interior ideals. Baupradist [36] established the 
essential semigroup ideals. A variety of algebraic 
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structures, including soft sets, were examined in [37–
46] which can be handled as regards graph 
applications together with network analysis with the 
inspiration of divisibility of determinants as in [47].

In this study, we introduced the notion of soft 
intersection almost subsemigroup of a semigroup,
which is a generalization of the nonnull soft 
intersection subsemigroup of a semigroup. We obtain 
that the union of soft intersection almost 
subsemigroups is again soft intersection almost 
subsemigroup; but their intersection is not. Moreover,
we revealed the relation between almost 
subsemigrops and soft intersection almost 
subsemigroups of a semigroup with respect to
minimality, primeness, semiprimeness, and strongly 
primeness.

II. PRELIMINARIES
In this paper, we give some fundamental notions 

related to semigroups and soft sets.
Definition 2.1. Let 𝑈𝑈𝑈𝑈 be the universal set, 𝐸𝐸𝐸𝐸 be 

the parameter set, 𝑃𝑃𝑃𝑃(𝑈𝑈𝑈𝑈) be the power set of 𝑈𝑈𝑈𝑈, and 
𝐾𝐾𝐾𝐾 ⊆ 𝐸𝐸𝐸𝐸. A soft set 𝑓𝑓𝑓𝑓𝐾𝐾𝐾𝐾 over 𝑈𝑈𝑈𝑈 is a set-valued function 
such that 𝑓𝑓𝑓𝑓𝐾𝐾𝐾𝐾:𝐸𝐸𝐸𝐸 → 𝑃𝑃𝑃𝑃(𝑈𝑈𝑈𝑈) such that for all 𝑥𝑥𝑥𝑥 ∉ 𝐾𝐾𝐾𝐾 ,
𝑓𝑓𝑓𝑓𝐾𝐾𝐾𝐾(𝑥𝑥𝑥𝑥) = ∅. A soft set over 𝑈𝑈𝑈𝑈 can be represented by 
the set of ordered pairs

𝑓𝑓𝑓𝑓𝐾𝐾𝐾𝐾 = ��𝑥𝑥𝑥𝑥, 𝑓𝑓𝑓𝑓𝐾𝐾𝐾𝐾(𝑥𝑥𝑥𝑥)�: 𝑥𝑥𝑥𝑥 ∈ 𝐸𝐸𝐸𝐸, 𝑓𝑓𝑓𝑓𝐾𝐾𝐾𝐾(𝑥𝑥𝑥𝑥) ∈ 𝑃𝑃𝑃𝑃(𝑈𝑈𝑈𝑈)�

[10,27]. Throughout this paper, the set of all the 
soft sets over 𝑈𝑈𝑈𝑈 is designated by 𝑆𝑆𝑆𝑆𝐸𝐸𝐸𝐸(𝑈𝑈𝑈𝑈).

Definition 2.2. Let 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ∈ 𝑆𝑆𝑆𝑆𝐸𝐸𝐸𝐸(𝑈𝑈𝑈𝑈). If 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) = ∅ for 
all 𝑥𝑥𝑥𝑥 ∈ 𝐸𝐸𝐸𝐸, then 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 is called a null soft set and denoted 
by ∅𝐸𝐸𝐸𝐸 . If 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) = 𝑈𝑈𝑈𝑈 for all 𝑥𝑥𝑥𝑥 ∈ 𝐸𝐸𝐸𝐸, then 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 is called 
an absolute soft set and denoted by 𝑈𝑈𝑈𝑈𝐸𝐸𝐸𝐸 [27].

Definition 2.3. Let 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴, 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 ∈ 𝑆𝑆𝑆𝑆𝐸𝐸𝐸𝐸(𝑈𝑈𝑈𝑈). If for all 𝑥𝑥𝑥𝑥 ∈
𝐸𝐸𝐸𝐸, 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) ⊆ 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵(𝑥𝑥𝑥𝑥), then 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 is a soft subset of 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 and 
denoted by 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ⊆� 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 . If 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) = 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵(𝑥𝑥𝑥𝑥) for all 𝑥𝑥𝑥𝑥 ∈ 𝐸𝐸𝐸𝐸,
then 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 is called soft equal to 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 and denoted by 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 =
𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 [27].

Definition 2.4. Let 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴, 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 ∈ 𝑆𝑆𝑆𝑆𝐸𝐸𝐸𝐸(𝑈𝑈𝑈𝑈). The union of 
𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 and 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵  is the soft set 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ∪� 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 , where 
 (𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ∪� 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵)(𝑥𝑥𝑥𝑥) = 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) ∪ 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵(𝑥𝑥𝑥𝑥) for all 𝑥𝑥𝑥𝑥 ∈ 𝐸𝐸𝐸𝐸 . The 
intersection of 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 and 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 is the soft set 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ∩� 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵, where
(𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ∩� 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵)(𝑥𝑥𝑥𝑥) = 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) ∩ 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵(𝑥𝑥𝑥𝑥) for all 𝑥𝑥𝑥𝑥 ∈ 𝐸𝐸𝐸𝐸 [27].

Definition 2.5. For a soft set 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴, the support of 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴
is defined by 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴) = {𝑥𝑥𝑥𝑥 ∈ 𝐴𝐴𝐴𝐴: 𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) ≠ ∅} [15].

It is obvious that a soft set with an empty support 
is a null soft set, otherwise the soft set is nonnull.

Note 2.6. If  𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴 ⊆� 𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵 , then 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝐴𝐴𝐴𝐴) ⊆
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝐵𝐵𝐵𝐵).

A semigroup 𝑆𝑆𝑆𝑆 is a nonempty set with an 
associative binary operation. Throughout this paper, 
𝑆𝑆𝑆𝑆 denotes a semigroup and all the soft sets are the 
elements of 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑈𝑈𝑈𝑈) . A nonempty subset 𝐾𝐾𝐾𝐾 of 𝑆𝑆𝑆𝑆 is
called a subsemigroup of 𝑆𝑆𝑆𝑆 if 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 ⊆ 𝐾𝐾𝐾𝐾; and is called 
an almost subsemigroup (briefly almost SS) if 𝐾𝐾𝐾𝐾2 ∩
𝐾𝐾𝐾𝐾 ≠ ∅ (𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 ∩ 𝐾𝐾𝐾𝐾 ≠ ∅) . Let 𝐴𝐴𝐴𝐴 and 𝐵𝐵𝐵𝐵 be any almost 
subsemigoups of 𝑆𝑆𝑆𝑆 such that 𝐵𝐵𝐵𝐵 ⊆ 𝐴𝐴𝐴𝐴. If 𝐴𝐴𝐴𝐴 = 𝐵𝐵𝐵𝐵, then
𝐴𝐴𝐴𝐴 is a minimal almost subsemigroup (briefly minimal 
almost SS) of 𝑆𝑆𝑆𝑆. An almost subsemigroup 𝑃𝑃𝑃𝑃 of 𝑆𝑆𝑆𝑆 is 
called a prime almost subsemigroup (briefly prime 
almost SS) if for any almost subsemigroup 𝐴𝐴𝐴𝐴 and 𝐵𝐵𝐵𝐵
of 𝑆𝑆𝑆𝑆 such that 𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵 ⊆ 𝑃𝑃𝑃𝑃 implies that 𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 or 𝐵𝐵𝐵𝐵 ⊆ 𝑃𝑃𝑃𝑃.
An almost subsemigroup 𝑃𝑃𝑃𝑃of 𝑆𝑆𝑆𝑆 is called a semiprime 
almost subsemigroup (briefly semiprime almost SS)
if for any almost subsemigroup 𝐴𝐴𝐴𝐴 of 𝑆𝑆𝑆𝑆 such that 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 implies that 𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 . An almost 
subsemigroup 𝑃𝑃𝑃𝑃 of 𝑆𝑆𝑆𝑆 is called a strongly prime
almost subsemigroup (briefly strongly prime almost 
SS) if for any almost subsemigroups 𝐴𝐴𝐴𝐴 and 𝐵𝐵𝐵𝐵 of 𝑆𝑆𝑆𝑆
such that 𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵 ∩ 𝐵𝐵𝐵𝐵𝐴𝐴𝐴𝐴 ⊆  𝑃𝑃𝑃𝑃 implies that 𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 or 𝐵𝐵𝐵𝐵 ⊆
𝑃𝑃𝑃𝑃.

Definition 2.7. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 be soft sets over the 
common universe 𝑈𝑈𝑈𝑈. Then, soft intersection product 
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 is defined by [29]

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆)(𝑚𝑚𝑚𝑚) = �
� {𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑛𝑛𝑛𝑛) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝑟𝑟𝑟𝑟)}, 𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 ∃𝑛𝑛𝑛𝑛, 𝑟𝑟𝑟𝑟 ∈ 𝑆𝑆𝑆𝑆 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝑡𝑡𝑡𝑡ℎ𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡 𝑚𝑚𝑚𝑚 = 𝑛𝑛𝑛𝑛𝑟𝑟𝑟𝑟
𝑚𝑚𝑚𝑚=𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

 

∅, 𝑜𝑜𝑜𝑜𝑡𝑡𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒  
 

Theorem 2.8. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆, 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆, ℎ𝑆𝑆𝑆𝑆 ∈ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑈𝑈𝑈𝑈). Then, 
i) (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ° ℎ𝑆𝑆𝑆𝑆 = 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° (𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆).
ii) 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ≠ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆,𝑔𝑔𝑔𝑔𝑒𝑒𝑒𝑒𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔.
iii) 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° (𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ∪� ℎ𝑆𝑆𝑆𝑆) = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ∪� (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) and 

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∪� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ° ℎ𝑆𝑆𝑆𝑆 = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∪� (𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆).
iv) 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° (𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ∩� ℎ𝑆𝑆𝑆𝑆) = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ∩� (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) and 

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∩� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ° ℎ𝑆𝑆𝑆𝑆 = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� (𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆).

v) If 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆, then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆 ⊆� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆
and ℎ𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� ℎ𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆.

vi) If 𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆 , 𝑘𝑘𝑘𝑘𝑆𝑆𝑆𝑆 ∈ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑈𝑈𝑈𝑈) such that 𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and
𝑘𝑘𝑘𝑘𝑆𝑆𝑆𝑆 ⊆� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆, then 𝑡𝑡𝑡𝑡𝑆𝑆𝑆𝑆 ° 𝑘𝑘𝑘𝑘𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 [29].

Lemma 2.9. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 be soft sets over 𝑈𝑈𝑈𝑈.
Then, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = ∅𝑆𝑆𝑆𝑆 ⇔ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = ∅𝑆𝑆𝑆𝑆.
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Definition 2.10. Let 𝐴𝐴𝐴𝐴 be a subset of 𝑆𝑆𝑆𝑆 . We 
denote by 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 the soft characteristic function of 𝐴𝐴𝐴𝐴 and 
define as

𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴(𝑥𝑥𝑥𝑥) = � 𝑈𝑈𝑈𝑈, 𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 𝑥𝑥𝑥𝑥 ∈ 𝐴𝐴𝐴𝐴 
∅, 𝑖𝑖𝑖𝑖𝑓𝑓𝑓𝑓 𝑥𝑥𝑥𝑥 ∈ 𝑆𝑆𝑆𝑆\𝐴𝐴𝐴𝐴 

The soft characteristic function of 𝐴𝐴𝐴𝐴 is a soft set 
over 𝑈𝑈𝑈𝑈, that is, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴: 𝑆𝑆𝑆𝑆 ⟶ 𝑃𝑃𝑃𝑃(𝑈𝑈𝑈𝑈) [29]. 

Corollary 2.11. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) = 𝐴𝐴𝐴𝐴.
Theorem 2.12. Let 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 be nonempty subsets 

of 𝑆𝑆𝑆𝑆. Then, the following properties hold [29]:
i) 𝑋𝑋𝑋𝑋 ⊆ 𝑌𝑌𝑌𝑌 if and only if 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ⊆� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌
ii) 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ∩� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 = 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋∩𝑌𝑌𝑌𝑌 and 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ∪� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 = 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋∪𝑌𝑌𝑌𝑌
iii) 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ° 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 = 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋𝑌𝑌𝑌𝑌
Proof: In [29], (i) is given as if 𝑋𝑋𝑋𝑋 ⊆ 𝑌𝑌𝑌𝑌, then if 

𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ⊆� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 . Now, we also show that if 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ⊆� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 , then 
𝑋𝑋𝑋𝑋 ⊆ 𝑌𝑌𝑌𝑌 . Let 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ⊆� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 and 𝑥𝑥𝑥𝑥 ∈ 𝑋𝑋𝑋𝑋 . Then, 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋(𝑥𝑥𝑥𝑥) = 𝑈𝑈𝑈𝑈
and this implies that 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌(𝑥𝑥𝑥𝑥) = 𝑈𝑈𝑈𝑈 since 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ⊆� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌 .
Hence, 𝑥𝑥𝑥𝑥 ∈ 𝑌𝑌𝑌𝑌 and so 𝑋𝑋𝑋𝑋 ⊆ 𝑌𝑌𝑌𝑌. Now let 𝑥𝑥𝑥𝑥 ∉ 𝑌𝑌𝑌𝑌. Then, 
𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌(𝑥𝑥𝑥𝑥) = ∅ , and this implies that 𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋(𝑥𝑥𝑥𝑥) = ∅ since 
𝑆𝑆𝑆𝑆𝑋𝑋𝑋𝑋 ⊆� 𝑆𝑆𝑆𝑆𝑌𝑌𝑌𝑌. Hence, 𝑥𝑥𝑥𝑥 ∉ 𝑋𝑋𝑋𝑋 and so 𝑌𝑌𝑌𝑌′ ⊆ 𝑋𝑋𝑋𝑋′, implying that 
𝑋𝑋𝑋𝑋 ⊆ 𝑌𝑌𝑌𝑌.

Definition 2.13. A soft set over 𝑈𝑈𝑈𝑈 is called a soft 
intersection subsemigroup of 𝑆𝑆𝑆𝑆 over 𝑈𝑈𝑈𝑈 if 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥𝑔𝑔𝑔𝑔) ⊇
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑔𝑔𝑔𝑔) for all 𝑥𝑥𝑥𝑥,𝑔𝑔𝑔𝑔 ∈ 𝑆𝑆𝑆𝑆 [29].

Here note that in [29], the definition of �soft 
intersection subsemigroup of 𝑆𝑆𝑆𝑆 ” is given as �soft 
intersection semigroup of 𝑆𝑆𝑆𝑆”; however in this paper, 
without loss of generality, we prefer to use �soft 
intersection subsemigroup” by the abbreviation of SI-
SS [29].

Theorem 2.14. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 be a soft set over 𝑈𝑈𝑈𝑈. Then, 
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-SS if and only if 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 [29].

III. Soft Intersection Almost Subsemigroups 
of Semigroups

Definition 3.1. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 be a soft set over 𝑈𝑈𝑈𝑈. 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is 
called soft intersection almost subsemigroup of 𝑆𝑆𝑆𝑆 if 

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆.

Hereafter, soft intersection almost subsemigroup
is denoted by SI-almost SS for brevity.

Example 3.2. Let 𝑆𝑆𝑆𝑆 =  {𝓈𝓈𝓈𝓈,𝓃𝓃𝓃𝓃,𝓋𝓋𝓋𝓋, 𝒿𝒿𝒿𝒿} be the 
semigroup with the following Cayley Table.

Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 , 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 , and ℎ𝑆𝑆𝑆𝑆 be soft sets over 𝑈𝑈𝑈𝑈 = ℕ as follows:

𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = {(𝓈𝓈𝓈𝓈, {0,1,2}), (𝓃𝓃𝓃𝓃, {1,5}), (𝓋𝓋𝓋𝓋, {2,4,6,8}), (𝒿𝒿𝒿𝒿, {7,9})},

𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 = {(𝓈𝓈𝓈𝓈, {3,5,7}), (𝓃𝓃𝓃𝓃, {3,6,9}), (𝓋𝓋𝓋𝓋, {12,13}), (𝒿𝒿𝒿𝒿, {2,8})},

ℎ𝑆𝑆𝑆𝑆 = {(𝓈𝓈𝓈𝓈,∅), (𝓃𝓃𝓃𝓃, {0}), (𝓋𝓋𝓋𝓋, {1}), (𝒿𝒿𝒿𝒿,∅)}.

Here, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 are SI-almost SSs. Let’s show that (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆.

[(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆](𝓈𝓈𝓈𝓈) = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝓈𝓈𝓈𝓈) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) = ��𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)�� ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) = {0,1,2}
[(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆](𝓃𝓃𝓃𝓃) = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝓃𝓃𝓃𝓃) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) = ��𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)�� ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) = {1}
[(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆](𝓋𝓋𝓋𝓋) = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝓋𝓋𝓋𝓋) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) = ��𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� ∪
�𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)�� ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) = {2}
[(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆](𝒿𝒿𝒿𝒿) = (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝒿𝒿𝒿𝒿) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) = ��𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪
�𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)�� ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) = {7,9}

𝓈𝓈𝓈𝓈 𝓃𝓃𝓃𝓃 𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿

𝓈𝓈𝓈𝓈 𝓈𝓈𝓈𝓈 𝓃𝓃𝓃𝓃 𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿

𝓃𝓃𝓃𝓃 𝓃𝓃𝓃𝓃 𝓈𝓈𝓈𝓈 𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿

𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿 𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿 𝓋𝓋𝓋𝓋

𝒿𝒿𝒿𝒿 𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿 𝓋𝓋𝓋𝓋 𝒿𝒿𝒿𝒿
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Therefore,
(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = {(𝓈𝓈𝓈𝓈, {0,1,2}), (𝓃𝓃𝓃𝓃, {1}), (𝓋𝓋𝓋𝓋, {2}), (𝒿𝒿𝒿𝒿, {7,9})} ≠ ∅𝑆𝑆𝑆𝑆.

It is seen that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS. Similarly, 

(𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ∩� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 = {(𝓈𝓈𝓈𝓈, {3,5,7}), (𝓃𝓃𝓃𝓃, {3}), (𝓋𝓋𝓋𝓋,∅), (𝒿𝒿𝒿𝒿, {2,8})} ≠ ∅𝑆𝑆𝑆𝑆.

That is to say, 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 is an SI-almost SS. However, ℎ𝑆𝑆𝑆𝑆 is not an SI-almost SS. In fact;

[(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆](𝓈𝓈𝓈𝓈) = (ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆)(𝓈𝓈𝓈𝓈) ∩ ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) = ��ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)�� ∩ ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) = ∅
[(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆](𝓃𝓃𝓃𝓃) = (ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆)(𝓃𝓃𝓃𝓃) ∩ ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) = ��ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)�� ∩ ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) = ∅

[(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆](𝓋𝓋𝓋𝓋) = (ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆)(𝓋𝓋𝓋𝓋) ∩ ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)
= �ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)� ∪ (ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)) ∪ �ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)�
∪ �ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)�] ∩ ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) = ∅

[(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆](𝒿𝒿𝒿𝒿) = (ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆)(𝒿𝒿𝒿𝒿) ∩ ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)
= ��ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ ℎ𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ ℎ𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)�
∪ �ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ ℎ𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� ∪ �ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)�� ∩ ℎ𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) = ∅

Therefore,
(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆 =

{(𝓈𝓈𝓈𝓈,∅), (𝓃𝓃𝓃𝓃,∅), (𝓋𝓋𝓋𝓋,∅), (𝒿𝒿𝒿𝒿,∅)} = ∅𝑆𝑆𝑆𝑆.

It is seen that ℎ𝑆𝑆𝑆𝑆 is not an SI-almost SS.
Proposition 3.3. If 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-SS such that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠

∅𝑆𝑆𝑆𝑆, then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS.
Proof: Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 be an SI-SS, then,

𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆. By Lemma 2.9, since 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 it follows 
that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆. We need to show that

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆.

Since 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆, then (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 =
(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ≠ ∅𝑆𝑆𝑆𝑆. Thus, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS.

Here it is obvious that ∅𝑆𝑆𝑆𝑆 is an SI-SS as 
∅𝑆𝑆𝑆𝑆° ∅𝑆𝑆𝑆𝑆 ⊆� ∅𝑆𝑆𝑆𝑆 ; but it is not an SI-almost SS since 
(∅𝑆𝑆𝑆𝑆 ° ∅𝑆𝑆𝑆𝑆) ∩� ∅𝑆𝑆𝑆𝑆 = ∅𝑆𝑆𝑆𝑆 ∩� ∅𝑆𝑆𝑆𝑆 = ∅𝑆𝑆𝑆𝑆.

Here note that if 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS, then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆
needs not to be an SI-SS as shown in the following 
example:

Example 3.4. In Example 3.2, it is shown that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆
and 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 are SI-almost SSs; however 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 are not 
SI-SSs. In fact,

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝓈𝓈𝓈𝓈) = �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)� ∪ �𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)� =
= {0,1,2,5} ⊈ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)

and so 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is not an SI-SS. Similarly, 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 is not an SI-
SS. In fact;

(𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆)(𝒿𝒿𝒿𝒿) = ��𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)�
∪ �𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)�
∪ �𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓈𝓈𝓈𝓈)�
∪ �𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓋𝓋𝓋𝓋)�
∪ �𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝓃𝓃𝓃𝓃)�
∪ �𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿) ∩ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)�� 

= {2,8,12,13} ⊈ 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆(𝒿𝒿𝒿𝒿)

and so 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 is not an SI-SS.
Theorem 3.5. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� ℎ𝑆𝑆𝑆𝑆. If 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost 

SS, then ℎ𝑆𝑆𝑆𝑆 is an SI-almost SS.
Proof: Assume that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS. Hence,

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 . We need to show that 
(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆. In fact,

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� (ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩� ℎ𝑆𝑆𝑆𝑆.

Since (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 , it is obvious that
(ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ∩�  ℎ𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆. This completes the proof.

Theorem 3.6. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and ℎ𝑆𝑆𝑆𝑆 be SI-almost SSs.
Then, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∪� ℎ𝑆𝑆𝑆𝑆 is an SI-almost SS.

Proof: Since 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS and 
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∪� ℎ𝑆𝑆𝑆𝑆, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∪� ℎ𝑆𝑆𝑆𝑆 is an SI-almost SS by Theorem 
3.5.

Corollary 3.7. The finite union of SI-almost SSs
is an SI-almost SS.

Corollary 3.8. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 or ℎ𝑆𝑆𝑆𝑆 be SI-almost SS.
Then, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∪� ℎ𝑆𝑆𝑆𝑆 is an SI-almost SS.

Here note that if 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and ℎ𝑆𝑆𝑆𝑆 are SI-almost SSs,
then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∩� ℎ𝑆𝑆𝑆𝑆 needs not to be an SI-almost SS.
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Example 3.9. Consider the SI-almost SSs 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and 
𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 in Example 3.2. Since,

𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∩� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 = {(𝓈𝓈𝓈𝓈,∅), (𝓃𝓃𝓃𝓃,∅), (𝓋𝓋𝓋𝓋,∅), (𝒿𝒿𝒿𝒿,∅)} = ∅𝑆𝑆𝑆𝑆
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∩� 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 is not an SI-almost SS.
Proposition 3.10. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 be an idempotent soft 

set such that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆. Thus, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS.
Proof: Assume that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 and 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an 

idempotent soft set. Then, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 . We need to 
show that 

(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆.

Since (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 = 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 , 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is 
an SI-almost SS.

Now, we give the relationship between almost SS
and SI-almost SS of 𝑆𝑆𝑆𝑆.

Theorem 3.11. Let 𝐴𝐴𝐴𝐴 be a subset of 𝑆𝑆𝑆𝑆. 𝐴𝐴𝐴𝐴 is an 
almost SS if and only if 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 , the soft characteristic 
function of 𝐴𝐴𝐴𝐴, is an SI-almost SS, where ∅ ≠ 𝐴𝐴𝐴𝐴 ⊆ 𝑆𝑆𝑆𝑆.

Proof: Assume that ∅ ≠ 𝐴𝐴𝐴𝐴 is an almost SS. Then,
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩ 𝐴𝐴𝐴𝐴 ≠ ∅, so there exist 𝑘𝑘𝑘𝑘 ∈ 𝑆𝑆𝑆𝑆 such that 𝑘𝑘𝑘𝑘 ∈ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩
𝐴𝐴𝐴𝐴. Since,

�(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴�(𝑘𝑘𝑘𝑘) = (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴)(𝑘𝑘𝑘𝑘) =
= (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴∩𝐴𝐴𝐴𝐴)(𝑘𝑘𝑘𝑘) = 𝑈𝑈𝑈𝑈 ≠ ∅,

it follows that (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ≠ ∅𝑆𝑆𝑆𝑆. Thus, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is an SI-
almost SS.

Conversely assume that 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is an SI-almost SS.
Hence, we have (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ≠ ∅𝑆𝑆𝑆𝑆 . In order to 
show that 𝐴𝐴𝐴𝐴 is an almost SS, we should prove that
𝐴𝐴𝐴𝐴 ≠ ∅ and 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩ 𝐴𝐴𝐴𝐴 ≠ ∅ . 𝐴𝐴𝐴𝐴 ≠ ∅ is obvious from 
assumption. Now,

∅𝑆𝑆𝑆𝑆 ≠ (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ⇒ ∃𝓀𝓀𝓀𝓀 ∈ 𝑆𝑆𝑆𝑆 ; 
�(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴�(𝓀𝓀𝓀𝓀) ≠ ∅ 

  ⇒  ∃𝓀𝓀𝓀𝓀 ∈ 𝑆𝑆𝑆𝑆 ;  (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴)(𝓀𝓀𝓀𝓀) ≠ ∅ 
  ⇒  ∃𝓀𝓀𝓀𝓀 ∈ 𝑆𝑆𝑆𝑆 ;  (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴∩𝐴𝐴𝐴𝐴)(𝓀𝓀𝓀𝓀) ≠ ∅ 
  ⇒  ∃𝓀𝓀𝓀𝓀 ∈ 𝑆𝑆𝑆𝑆 ;  (𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴∩𝐴𝐴𝐴𝐴)(𝓀𝓀𝓀𝓀) = 𝑈𝑈𝑈𝑈 

  ⇒  𝓀𝓀𝓀𝓀 ∈ 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩ 𝐴𝐴𝐴𝐴

Hence, 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ∩ 𝐴𝐴𝐴𝐴 ≠ ∅ . Consequently, 𝐴𝐴𝐴𝐴 is an 
almost SS.

Lemma 3.12. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 be a soft set over 𝑈𝑈𝑈𝑈. Then, 
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆).

Proof: We need to show that for all  𝑥𝑥𝑥𝑥 ∈
𝑆𝑆𝑆𝑆, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) ⊆� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝑥𝑥𝑥𝑥) . By definition of soft 
characteristic function of 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆);

𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝑥𝑥𝑥𝑥) = �∅, 𝑥𝑥𝑥𝑥 ∉ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)
𝑈𝑈𝑈𝑈, 𝑥𝑥𝑥𝑥 ∈ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) 

Let, 𝑥𝑥𝑥𝑥 ∈ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) . Then, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) ≠ ∅ and so
𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝑥𝑥𝑥𝑥) = 𝑈𝑈𝑈𝑈. Thus,

∅ ≠ 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) ⊆ 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝑥𝑥𝑥𝑥) = 𝑈𝑈𝑈𝑈

Hence, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) . Now assume that 𝑥𝑥𝑥𝑥 ∉
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆). Then, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) = ∅ and so,

∅ = 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) ⊆ 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)(𝑥𝑥𝑥𝑥)

So, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) . Therefore, in all 
circumstances, 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆).

Theorem 3.13. If 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS, then
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) is an almost SS.

Proof: Assume that 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is an SI-almost SS. Thus,
(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆. In order to show that 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)
is an almost SS, by Theorem 3.11, it is enough to 
show that 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) is an SI-almost SS. By Lemma 
3.12,
(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� �𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ° 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)� ∩� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) 

and (𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ° 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ∩� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ≠ ∅𝑆𝑆𝑆𝑆 , it implies that
�𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ° 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆)� ∩� 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ≠ ∅𝑆𝑆𝑆𝑆 .
Consequently, 𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) is an SI-almost SS and by 
Theorem 3.11, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) is an almost SS.

Here note that the converse of Theorem 3.13 is 
not true in general as shown in the following example.

Example 3.14. We know that ℎ𝑆𝑆𝑆𝑆 is not an SI-
almost SS in Example 3.2 and it is obvious that 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑆𝑆𝑆𝑆) = {𝓃𝓃𝓃𝓃,𝓋𝓋𝓋𝓋}. Since,

��𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑆𝑆𝑆𝑆)��𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑆𝑆𝑆𝑆)�� ∩ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑆𝑆𝑆𝑆) = [{𝓃𝓃𝓃𝓃,𝓋𝓋𝓋𝓋}{𝓃𝓃𝓃𝓃,𝓋𝓋𝓋𝓋}] ∩ {𝓃𝓃𝓃𝓃,𝓋𝓋𝓋𝓋} 
= {𝓈𝓈𝓈𝓈,𝓋𝓋𝓋𝓋, 𝒿𝒿𝒿𝒿} ∩ {𝓃𝓃𝓃𝓃,𝓋𝓋𝓋𝓋} 
= {𝓋𝓋𝓋𝓋} ≠ ∅

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑆𝑆𝑆𝑆) is an almost SS; although ℎ𝑆𝑆𝑆𝑆 is not an SI-
almost SS.

Definition 3.15. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and ℎ𝑆𝑆𝑆𝑆 be SI-almost SSs
such that ℎ𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆. If 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(ℎ𝑆𝑆𝑆𝑆) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆), then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆
is called a minimal SI-almost SS.

Theorem 3.16. 𝐴𝐴𝐴𝐴 is a minimal almost SS if and 
only if 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴, the soft characteristic function of 𝐴𝐴𝐴𝐴, is a 
minimal SI-almost SS, where ∅ ≠ 𝐴𝐴𝐴𝐴 ⊆ 𝑆𝑆𝑆𝑆.

Proof: Assume that 𝐴𝐴𝐴𝐴 is a minimal almost SS.
Thus, 𝐴𝐴𝐴𝐴 is an almost SS, and so 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is an SI-almost SS
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by Theorem 3.11. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 be an SI-almost SS such that 
𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 ⊆� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴. By Theorem 3.13, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) is an almost SS
and by Note 2.6 and Corollary 2.11,

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) ⊆ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) = 𝐴𝐴𝐴𝐴.

Since 𝐴𝐴𝐴𝐴 is a minimal almost SS, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆) =
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) = 𝐴𝐴𝐴𝐴. Thus, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is a minimal SI-almost SS
by Definition 3.15.

Conversely, let 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 be a minimal SI-almost SS.
Thus, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is an SI-almost SS and 𝐴𝐴𝐴𝐴 is an almost SS by 
Theorem 3.11. Let 𝐵𝐵𝐵𝐵 be an almost SS such that 𝐵𝐵𝐵𝐵 ⊆
𝐴𝐴𝐴𝐴. By Theorem 3.11, 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 is an SI-almost SS, and by 
Theorem 2.12 (i), 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 ⊆� 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴. Since 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is a minimal SI-
almost SS,

𝐵𝐵𝐵𝐵 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) = 𝐴𝐴𝐴𝐴

by Corollary 2.11. Thus, 𝐴𝐴𝐴𝐴 is a minimal almost SS.
Definition 3.17. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 , 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 , and ℎ𝑆𝑆𝑆𝑆 be any SI-

almost SSs. If ℎ𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 implies that ℎ𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 or
𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆, then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is called an SI-prime almost SS.

Definition 3.18. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 and ℎ𝑆𝑆𝑆𝑆 be any SI-almost 
SSs. If ℎ𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 implies that ℎ𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 , then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is 
called an SI-semiprime almost SS.

Definition 3.19. Let 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 , 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 , and ℎ𝑆𝑆𝑆𝑆 be any SI-
almost SSs. If (ℎ𝑆𝑆𝑆𝑆 ° 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆) ∩� (𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ° ℎ𝑆𝑆𝑆𝑆) ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 implies 
that ℎ𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 or 𝑔𝑔𝑔𝑔𝑆𝑆𝑆𝑆 ⊆� 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 , then 𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆 is called an SI-
strongly prime almost SS.

It is obvious that every SI-strongly prime almost 
SS is an SI-prime almost SS and every SI-prime 
almost SS is an SI-semiprime almost SS.

Theorem 3.20. If 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 , the soft characteristic 
function of 𝑃𝑃𝑃𝑃, is an SI-prime almost SS, then 𝑃𝑃𝑃𝑃 is a 
prime almost SS, where ∅ ≠ 𝑃𝑃𝑃𝑃 ⊆ 𝑆𝑆𝑆𝑆.

Proof: Assume that 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-prime almost SS.
Thus, 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-almost SS and thus, 𝑃𝑃𝑃𝑃 is an almost
SS by Theorem 3.11. Let 𝐴𝐴𝐴𝐴 and 𝐵𝐵𝐵𝐵 be almost SSs such 
that 𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵 ⊆ 𝑃𝑃𝑃𝑃. Thus, by Theorem 3.11, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 and 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 are
SI-almost SSs, and by Theorem 2.12 (i) and (iii),
𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 = 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃. Since 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-prime almost 
SS and 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 , it follows that 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 or
𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃. Therefore, by Theorem 2.12 (i), 𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 or
𝐵𝐵𝐵𝐵 ⊆ 𝑃𝑃𝑃𝑃. Consequently, 𝑃𝑃𝑃𝑃 is a prime almost SS.

Theorem 3.21. If 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 , the soft characteristic 
function of 𝑃𝑃𝑃𝑃, is an SI-semiprime almost SS, then 𝑃𝑃𝑃𝑃
is a semiprime almost SS, where ∅ ≠ 𝑃𝑃𝑃𝑃 ⊆ 𝑆𝑆𝑆𝑆.

Proof: Assume that 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-semiprime 
almost SS. Thus, 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-almost SS and thus, 𝑃𝑃𝑃𝑃 is 

an almost SS by Theorem 3.11. Let 𝐴𝐴𝐴𝐴 be an almost 
SS such that 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃. Thus, by Theorem 3.11, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 is 
an SI-almost SS, and by Theorem 2.12 (i) and (iii), 
𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 = 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃. Since 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-semiprime 
almost SS, and 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃, it follows that 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃.
Therefore, by Theorem 2.12 (i), 𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 .
Consequently, 𝑃𝑃𝑃𝑃 is a semiprime almost SS.

Theorem 3.22. If 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 , the soft characteristic 
function of 𝑃𝑃𝑃𝑃, is an SI-strongly prime almost SS, then
𝑃𝑃𝑃𝑃 is a strongly prime almost SS, where ∅ ≠ 𝑃𝑃𝑃𝑃 ⊆ 𝑆𝑆𝑆𝑆.

Proof: Assume that 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-strongly prime 
almost SS. Thus, 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-almost SS and thus, 𝑃𝑃𝑃𝑃 is 
an almost SS by Theorem 3.11. Let 𝐴𝐴𝐴𝐴 and  𝐵𝐵𝐵𝐵 be 
almost SSs such that 𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵 ∩ 𝐵𝐵𝐵𝐵𝐴𝐴𝐴𝐴 ⊆ 𝑃𝑃𝑃𝑃 . Thus, by 
Theorem 3.11, 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 and 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 are SI-almost SSs and by 
Theorem 2.12,

(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵) ∩� (𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) = 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵 ∩� 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵𝐴𝐴𝐴𝐴 = 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴𝐵𝐵𝐵𝐵∩𝐵𝐵𝐵𝐵𝐴𝐴𝐴𝐴 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃

Since 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 is an SI-strongly prime almost SS and 
(𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ° 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵) ∩� (𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 ° 𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴) ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 , it follows that 
𝑆𝑆𝑆𝑆𝐴𝐴𝐴𝐴 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃 or 𝑆𝑆𝑆𝑆𝐵𝐵𝐵𝐵 ⊆� 𝑆𝑆𝑆𝑆𝑃𝑃𝑃𝑃. Thus, by Theorem 2.12 (i), 𝐴𝐴𝐴𝐴 ⊆
𝑃𝑃𝑃𝑃 or 𝐵𝐵𝐵𝐵 ⊆ 𝑃𝑃𝑃𝑃. Therefore, 𝑃𝑃𝑃𝑃 is a strongly prime almost 
SS.

Conclusıon

In this paper, we established the notion of soft 
intersection almost subsemigroup, which is an
extension of the nonnull soft intersection 
subsemigroup of semigroups. Given the collection of 
almost subsemigroups of a semigroup, we observe 
that a semigroup may be constructed under the binary 
operation of union for soft sets, but not under the 
binary of operation of intersection for soft sets.
Additionally, we demonstrated how minimality, 
primeness, semiprimeness, and strongly primeness 
relate to the soft intersection almost subsemigroup of 
a semigroup and the almost subsemigroup of a 
semigroup. Future research can be conducted on a 
variety of soft intersection almost ideals, such as the 
left (right/two-sided) ideal, quasi-ideal, interior ideal,
bi-ideal, bi-interior ideal, bi-quasi ideal, quasi-
interior ideal, weak-interior ideal, bi-quasi-interior 
ideal of semigroups.
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Abstract. An exploration is carried out to examine mass diffusion of unsteady ‘boundary layer’ (bl)
motion of viscous liquid passed a stretched leaky piece with variable mass flux. For several engineering 
applications, moving free stream is considered here. This makes this research unique. The leading ‘partial 
differential equations’ (PDEs) accompanied by the ‘boundary conditions’ are converted to ‘ordinary 
differential equations’ (ODEs) with the help of ‘similarity transformations’ and ‘numerical solutions’ are 
attained by MATLAB software. The effect of pertinent ‘parameters’ on fluid ‘flow, concentration, skin 
friction coefficient’ and wall concentration are discussed ‘graphically’ and numerically. When 
suction/blowing parameter increases from -0.2 to 0.2, skin friction coefficient decreases 18.235%. Fluid 
concentration reduces with growing values of velocity ratio parameter λ for all cases considered. 
Compared to the case for static free stream, fluid velocity is higher when the free stream moves. Also 
higher concentration is noted in presence of moving free stream. The presence of moving free stream 
causes to diminish the effect of suction/blowing on flow and concentration fields. The increasing strength 
of suction causes to decrease the fluid velocity more significantly than that for blowing.
Key words: Unsteady stretching sheet, MHD, Mass diffusion, Variable free stream, Variable mass flux.

Introduction

Mass transport phenomenon in the branch of 
‘fluid mechanics’ has achieved huge attention of the
researchers due to its frequent occurrence in natural 
processes as well as industrial processes. Basically 
by mass transfer we mean the movement of 
molecules of substances or chemical species within 
or between fluid mediums. Generally this mass 
transfer process can be completed by two processes, 
diffusion and convection. There are several key 
factors which influence the rate of mass transfer 
including concentration difference, diffusion 
coefficient, temperature, surface area, fluid velocity 
etc. Mass transfer plays a crucial role in controlling 
and optimizing several processes across different 
sectors including chemical reactors, distillation, gas-
liquid extraction, crystallization, waste water 
treatment, air pollution control, fermentation, fuel 
cells, batteries, micro fluidic devices etc. In these 
applications, product quality, environmental
sustainability are improved by manipulating mass 
transfer. Chambre and Young [1] considered 
chemically reactive species, diffused into the fluid 
showed its effect on mass transfer. Mukhopadhyay 

[2] examined solute transfer for laminar bl flow 
through a stretched ‘cylinder’ and for motion of 
fluid and mass transport, numerical solutions were 
obtained. Mukhopadhyay and Gorla [3] studied 
mass transfer in a ‘upper convected Maxwell’ liquid
flow taking homogeneous/heterogeneous chemical 
reaction over an unsteady stretched sheet. Their
study explored that speed of mass transport from the 
exterior was enhanced by the reaction rate. Srinivas 
et al. [4] analysed the mass transfer and fluid flow in 
an absorbent ‘channel’ having static or ‘moving 
walls’ in attendance of compound response.
Mukhopadhyay et al. [5] considered a chemically 
reactive fluid flow over a moving plate. Maleque [6] 
investigated mass transfer of ‘unsteady bl flow’
influenced by natural convection and binary 
chemical reaction. Mukhopadhyay et al. [7] studied 
mass diffusion in an incompressible ‘viscous’ liquid
‘flow’ owing to a stretched permeable exterior by 
taking stratified medium. Mukhopadhyay [8] 
examined the transportation of mass in a chemically 
reactive liquid ‘flow’ through a stretched ‘cylinder’
in an absorbent ‘medium’.

Magnetohydrodynamics (MHD) refers to the 
study of ‘electrically conducting’ liquid flows in 

https://doi.org/10.26577/ijmph.2024v15i1a3
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attendance of ‘magnetic field’. In MHD, ‘magnetic’
properties and performance of ‘electrically 
conducting’ liquids such as salt water, plasma, 
liquid metals are generally studied. The ‘interaction 
between’ applied ‘magnetic field’ and moving fluid 
generates Lorentz forces which in turn affect the 
original flow. In several sectors viz. in industrial and 
engineering sectors where electrically conducting 
fluid and magnetic field are used, MHD has huge 
applications. Some of the applications include 
magnetic pumps, MHD power generation, micro 
fluidic devices, liquid metal cooling in Nuclear 
reactors, MHD heat transfer etc. Hayat et al. [9] 
analyzed mass transfer of an elastic ‘viscous’ liquid
and showed the effect of ‘magnetic field’ applying 
homotopy analysis method. Shehzadi et al. [10] 
examined MHD flow of casson fluid and studied the 
mass transport behaviour. Babu et al. [11] inspectd
the consequences of mass transfer and viscous 
dissipation in ‘MHD’ convective flow of micropolar 
liquid over moving permeable plate. Nayak et al.
[12] considered ‘free convective’ flow of 
‘viscoelastic’ liquid over an ‘inclined plate’. They 
also analyzed the consequences of ‘magnetic field’
on ‘flow and mass’ transport. The impact of 
magnetic field on convective viscous dissipative 
fluid flow was investigated by Reddy [13].
Agarwalla and Ahmed [14] also studied ‘MHD’
convection fluid ‘flow and mass transport’. But they 
found the exact solutions by taking variable plate 
velocity. Swain and Barik [15] considered ‘MHD’ 
mixed convective second grade fluid motion passing
an upright infinite plate. 

In the field of fluid mechanics, a stretching sheet 
is a thin material continuously stretched in one 
direction. For the understanding of bl flows, fluid-
solid interactions, heat transport features, liquid
motion due to a stretched piece plays important role. 
In several scientific fields and industrial processes, 
its applications including polymer and fibre 
production, metal sheet forming, coating processes, 
material science and engineering, modelling 
biological fluids, optimizing industrial processes, 
paper production become valuable tools.
Researchers generally investigate flow due to a
stretched piece in their studies considering different 
types of stretching velocities viz. linear stretching 
velocity, power-law stretching velocity, exponential 
stretching velocity, unsteady strething velocity etc.
Kandasamy et al. [16] studied ‘mass’ transport of 
laminar flow past a porous stretched piece with 
Soret and Dufour consequences, thermophoresis and

chemical reaction by group theoretic approach.
Elbashbeshy and Sedki [17] examined the influence 
of compound response on solute transport passed a
stretched exterior in absorbent ‘medium’. Rosly et 
al. [18] considered unsteady flow near a ‘stagnation 
point’ with ‘mass’ transport due to a porous surface
and presented stability analysis. Takhar et al. [19]
considered ‘electrically conducting viscous’ liquid
flow past a stretched exterior and examined flow 
and mass transfer properties. Afify [20] analyzed 
consequences of ‘magnetic field’ on ‘mass’
transport of ‘chemically reactive’ convective motion 
past a stretched piece. Bhattacharyya et al. [21] 
examined MHD chemically reacting bl ‘flow’ past a
permeable stretched piece. Mazid et al. [22] inspectd
the combined impacts of chemical reaction, Soret
and suction on motion of ‘Maxwell ferro’ liquid
considering ‘magnetic dipole’.

Consideration of mass flux condition at the 
boundary makes the mass transfer characteristics 
more interesting and meaningful in case of viscous 
fluid flow. Mass flux is mostly applied in designing 
and analyzing pipe flow for transporting liquid, 
gases, in heat exchangers, water treatment plant, 
ventilation system, chemical industries etc. Ganesan 
and Palani [23] developed a fluid model for an 
unsteady convective ‘MHD flow’ past an ‘inclined 
plate’. Using ‘finite difference method’, they 
showed the consequences of mass flux on ‘flow’
characteristics. Saravana et al. [24] considered the 
impact of constant ‘mass’ flux on mass transfer for
‘MHD viscous flow’ over ‘an infinite upright plate’.
‘Unsteady convective’ flow of ‘viscous’ liquid over 
a upright ‘plate’ was measured by Loganathan and 
Sivapoornapriya [25] and impact of mass flux was 
shown in their work. Abbasi et al. [26] explored the 
effects of ‘mass flux’ on MHD ‘flow of Jeffrey’
fluid. Das et al. [27] considered unsteady 
‘convective flow’ past an upright ‘plate’ with mass 
flux. Ghosh and Mukhopadhyay [28] analyzed 
‘flow, heat and mass’ transport in nanoliquid past an 
exponentially shrinking piece with mass flux. 
Palaniammal and Saritha [29] examined the 
concequences of ‘mass flux’ on fluid characteristics 
for MHD casson fluid flow.

The above discussion of existing literature 
encourages us to investigate mass diffusion of 
‘MHD’ bl ‘flow’ past an unsteady stretching piece
with variable mass flux, ‘suction’/blowing and 
moving free stream. From existing literature, it is 
noted that some researchers analyzed ‘MHD flow’
owing to ‘unsteady’ stretched piece, some of them
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investigated MHD ‘flow and mass’ transport over
an ‘unsteady’ stretched exterior by considering 
chemical reaction. But as per author’s knowledge,
no one has yet considered MHD ‘flow’ and mass 
transport owing to an unsteady stretched surface 
with changeable chemical reaction, variable mass 
flux at the surface in presence of moving free 
stream. To fill this research gap, we have inspected 
the problem. Here lies the novelty of the present
work. Our investigation will sort out the answers for 
the following questions:

(i) What are the key features of flow and 
mass transfer when moving free stream is 
considered?

(ii) How does variable mass flux influence 
mass transfer and concentration of the fluid?

(iii) How do unsteadiness and magnetic field 
influence the ‘flow’ and concentration ‘fields’ in 
attendance of moving free stream?

Mathematical formulation

A 2D (two-dimensional) unsteady laminar bl
flow of ‘viscous electrically conducting’ liquid in
attendance of applied ‘magnetic field’, chemical 
reaction and variable mass flux at the boundary is 
modelled in the current investigation. The liquid is 
assumed to flow over a porous stretched piece
which is stretched with time dependent velocity

t
bxtxU w α−

=
1

),( where α being invariable of 

dimension ( ) 1−time and b is another constant. The 
geometry of this fluid model is provided in Figure1. 

Figure 1 – Sketch of the physical flow problem

Here, moving free stream having 

velocity ,
1

axU a
tα∞ = −

is a constant, is considered.

By considering the above suppositions, the leading
‘equations’ of motion for this problem are as 
follows:

0,u v
x y
∂ ∂

+ =
∂ ∂                                                                 

(1)

2 2

2

( , ) ( ),u u u u U U B x tu v U u U
t x y y t x

συ
ρ

∞ ∞
∞ ∞

∂ ∂ ∂ ∂ ∂ ∂
+ + = + + − −

∂ ∂ ∂ ∂ ∂ ∂             
(2)

2

2 K( , )( ).C C C Cu v D x t C C
t x y y ∞

∂ ∂ ∂ ∂
+ + = − −

∂ ∂ ∂ ∂                               
(3)

Moving free stream is considered. So the 
boundary conditions are given by

0

( , ) ,
1

,
1

( , )

w

w

m

bxu U x t
t

vv v
t

CD q x t
y

α

α

= =
−

= − = −
−

∂
− =

∂

at 0,y = (4)

( , ) ,
1

axu U x t C C
tα∞ ∞→ = →

−
as .y →∞ (5)

Here x axis is taken alongside the stretched
piece and y axis is assumed perpendicular to the
piece. u and v are considered as ‘velocity 
components’ of the fluid respectively along x axis 
and y axis. υ is the ‘kinematic’ coefficient of 
‘viscosity’, ρ denotes ‘density’ of liquid and σ is 
considered as ‘electrical conductivity’ of the fluid. 
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)1(
),( 0

t
B

txB
α−

= represents the variable ‘magnetic 

field’ strength applied perpendicular to the sheet i.e. 
parallel to y axis and 0B is the uniform strength of 
the magnetic field. C denotes the ‘concentration’ of 
the fluid, D denotes ‘diffusion coefficient’,

∞C represents constant concentration distant from
the sheet and ),(K tx represents variable reaction 
rate of solute which is defined as 

)1(
K

),(K 0

t
tx

α−
= where 0K is uniform reaction 

rate. wv represents ‘suction/blowing through’ the 

permeable piece and defined as 
t

v
vw α−

=
1

0 ,

where 0 0v < defines blowing and 0 0v > defines
suction, ),( txqm denotes the variable surface mass 

flux and is given by
r

0
1m
2

( , )
(1 )

m
C dxq x t

tα
+

=
−

where 

0C is constant value of reference concentration and 
d is also constant; r, m are power-law indices and r 
represents space variation of mass flux whereas m 
denotes the time variation of mass flux.

Similarity transformations

In order to solve the PDEs (1)-(3) subject to the 
‘conditions’ at the ‘boundary’ given by (4)-(5) 
respectively, these PDEs are converted to ODEs. 
For this, suitable similarity transformations are 
employed which are given by:

r
m

0

( , )( , ) ( ), ,

(1 ) ( ),

U x txU x t f y
x

dxC C C t
bD

ψ υ η η
υ

α φ η

υ

−
∞

= =

= + −
(6)

where ψ denotes ‘stream function’ and given by 

, .u v
y x
ψ ψ∂ ∂

= = −
∂ ∂

                     (7)

Using (6) and (7) in (1) – (5) we get the 
transformed ‘equations’

2

2

''' '' ' A '' '
2

M( ' ) A 0,

f ff f f f

f

η

λ λ λ

 + − − + − 
 

− − + + =

     (8)

1
1 '' A(m ') r ' ' k 0,

Sc 2
f fηφ φ φ φ φ φ− + − + − = (9)

with the ‘boundary conditions’

1)0(',S)0(,1)0(' −=== φff at 0,η = (10)

λη →)('f and 0)( →ηφ as .η →∞ (11)

Here 
b
α

=A represents unsteadiness parameter, 

b
B
ρ
σ 2

0M = denotes the ‘magnetic parameter’,

b
υ

=Sc is the ‘Schmidt number’ and 
)1(

K
k 0

1 tα−
=

represents chemical reaction parameter.

b
v
υ

0S = represents suction (>0) /blowing (<0) 

parameter, 
b
a

=λ denotes velocity ratio parameter.

Numerical computations and its validation

The reduced the ODEs (8) and (9) are solved by 
numerically by considering the boundary conditions 
(10) and (11). For numerical computation, famous 
package of solving boundary value problem called 
bvp4C in MATLAB platform is employed. Before 
preceding the detail computations for the current 
problem, comparisons of the received data have 
been made with the available data found from
existing literatures for checking the correctness of 
the 'numerical scheme’. In Table-I, )0(''f for 
different data of ‘unsteadiness parameter’ A
received for 0λ = [i.e. when the free stream is not 
moving ( 0U∞ = )] are evaluated with the outcomes
obtained by Sharidan et al. [30], Chamkha et al. [31] 
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and Bhattacharyya et al. [21]. Another comparison 
for the outcomes related to )0(''f for some ‘values 
of’ unsteadiness parameter A, magnetic parameter 
M and ‘suction/blowing parameter’ S received in 
our case for 0λ = is completed with the outcomes
obtained by Bhattacharyya et al. [21] which is 
shown in Table-II. In both cases, an excellent 
agreement has been found.

Results and discussions

The influences of the non-dimensional 
parameters on velocity '( )f η , concentration ( )φ η ,
velocity gradient at the surface (0)f ′′ and surface
concentration (0)φ have been presented through 
Table III, Figures 2-16 and analysed by taking some 
numerical values of the parameters available in 
existing literature.

Table I – Values of )0(''f for various values of A with M=0, S=0 and 0λ =

A )0(''f
Sharidan et al. [30] Chamkha et al. [31] Bhattacharyya et al. [21] Present Study

0.8 -1.261042 -1.261512 -1.261487 -1.26106
1.2 -1.377722 -1.378052 -1.377910 -1.3779

Table II – Values of )0(''f for various values of A, M and S for 0λ =

A M S )0(''f
Bhattacharyya et al. [21] Present Study

0 1 1 -1.9994675 -2.0
0.5 1 1 -2.1052957 -2.10567
1 1 1 -2.2085607 -2.20858

0.5 0 1 -1.7474293 -1.74853
0.5 0.5 1 -1.9389309 -1.93907
0.5 1 -1 -1.1300147 -1.13084
0.5 1 0 -1.5387832 -1.53905

Table III – Values of )0(''f and )0(φ for various values of S for 0=λ and 1.0=λ when A=0.2, M=0.5, m=2, r=2,
Sc=0.7, k1=0.5

S )0(''f )0(φ
0=λ 1.0=λ 0=λ 1.0=λ

-0.2 -1.18795 -1.12083 0.792108 0.781387
-0.15 -1.21084 -1.14187 0.783064 0.772279
-0.1 -1.23421 -1.16332 0.774098 0.763254

0 -1.28241 -1.20748 0.756398 0.745453
0.1 -1.33257 -1.25332 0.739007 0.727986
0.15 -1.35838 -1.27687 0.730426 0.719379
0.2 -1.38468 -1.30083 0.721922 0.710855

The influences of magnetic parameter (M) on 
velocity and concentration when suction and 
blowing are separately applied to the flow field are 
depicted in Figure 2 and 3 respectively. Figure 2
depicts that the velocity of the fluid decreases with 
enhancing values of M for both cases of suction and 
blowing. But for blowing velocity decreases quicker 

than for suction. The nature of this velocity profiles 
is fundamentally true as the enhancing values of M
generates resistve force known as Lorentz force
which opposes the motion of the fluid. Also for 
moving free stream thinning of boundary layer 
occurs. The influences of M on concentration are 
depicted in Figure 3 which explores that for both 
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suction and blowing concentration increases with 
enhancing values of M. The enhancing values of M

causes to decrease the fluid velocity which in turn 
causes to increase the fluid concentration.

Figure 2 – Variations of velocity 
for various values of M

Figure 3 – Variations of concentration 
for various values of M

Figure 4 explores that velocity of the fluid 
decreases with enhancing values of unsteadiness 
parameter (A) for both suction and injection cases.
Physically the enhancing values of A adds to higher 
resistance in the fluid motion which reduces the 
fluid velocity. Higher velocity is noted for blowing 

compared to suction. From Figure 5 it is seen that 
the concentration of the fluid decreases with 
enhancing values of A. Solute bl thickness 
diminishes for unsteadiness. It is also observed that 
compared to blowing more decrease in
concentration is noted for suction.

Figure 4 – Variations of velocity 
for various values of A

Figure 5 – Variations of concentration 
for various values of A

The rising values of suction/blowing 
parameter S compresses the fluid velocity which 
is presented in Figure 6. Fluid velocity is slightly 
higher for steady case compared to unsteady 
flow. Thickness of bl reduces with the rise in S. 
Figure 7 shows the effect of suction/blowing 

parameter S on fluid concentration. From this 
figure it is shown that fluid concentration 
decreases with increasing values of S. It is also 
observed that concentration decreases more in 
unsteady flow which is obvious. Here also width 
of solute bl becomes thinner for rising S.
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Figure 6 – Variations of velocity 
for various values of S

Figure 7 – Variations of concentration 
for various values of S

Figures 8(a)-(b) depict the variation of 
velocity ratio parameter on velocity of the 
fluid. It is evident that the velocity of the fluid 
rises with enhancing values of and bl 
formation is observed [Figure 8(a)] for .

means the free stream is not moving. So, 
one can conclude that moving free stream 
compels the fluid to move faster [Figure 8(a)]. 

When the sheet is stretched with equal velocity 
as of free stream velocity i.e. for , no bl 
formation is noted and an inverted bl is created 
when free stream velocity is greater than the 
stretching velocity which is depicted in Figure 
8(b). From Figure 8(a), it is also observed that 
the effects of both suction and blowing gradually 
decreases with increasing values of .

Figure 8a – Variations of velocity 

for various values of 

Figure 8b – Variations of velocity 

for various values of 

From Figures 9(a)-(b) it is noticed that
concentration of the fluid deceases with increasing 
values of velocity ratio parameter both for 
[Figure 9(a)] and [Figure 9(b)]. Higher 
concentration is noted when the free stream is not 
moving [Figure 9(a)].

The fluid concentration decreases with 
enhancing values of Schmidt number Sc which is 
depicted in Figure 10. This figure also shows that 
suction compresses the fluid concentration more 
than that of blowing.
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Figure 9a – Variations of concentration 

for various values of

Figure 9b – Variations of concentration 

for various values of 

Figure 10 -Variations concentration 
for various values of Sc

Variable mass flux at the boundary plays an 
important role which can be viewed by the impact of 
the variations of m and r on concentration profiles. 
Figures 11 and 12 represent the behaviours of fluid 
concentration for different values of m and r
respectively. These figures explore that concentration
of the fluid decreases with increasing values of both m
and r for both suction and blowing. But the enhancing 
values of r [Figure 12] affect the fluid concentration 

more than that of m [Figure 11]. Physically this can be 
explained as: with rising values of m unsteadiness of 
mass flux increases which in turn causes to decrease 
the fluid concentration. This is obvious and one can 
easily understand this feature from the last condition 
given by Equation (5). Moreover, thinner solute bl is 
observed as the mass flux differs with time and 
distance along the surface i.e. for higher values of 
power indices m and r. 

Figure 11 – Variations of concentration for various 
values of m

Figure 12 – Variations of concentration 
for various values of r
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The impact of chemical reaction parameter k1 on 
concentration of the fluid is explored in Figure 13
which shows that fluid concentration decreases with 
increasing values of chemical reaction parameter 
for both suction and blowing. Here, means 
there is no chemical reaction. 

The behaviours of velocity gradient at the 
surface with A for different values of 
magnetic parameter M are shown in Figures 14. 
We know that skin friction coefficient is 
proportional to so one can say from Figure 

14 that skin friction coefficient decreases with 
rising values of M. The developed resisting force 
by enhancing magnetic field causes the 
decrement of skin friction coefficient. It is also 
observed that skin friction coefficient is 
compressed when moving outer flow is taken
into account [Table III]. Figure 15 shows the 
variation of wall concentration with A for 
different values of M. In the figure wall 
concentration increases with enhancing values of 
M whereas it diminishes with the rising values of 
unsteadiness paraneter A [Figure 15].

Figure 13 – Variations of concentration 

for various values of

Figure 14 – Variations of velocity gradient at the wall 
with A for different values of M

Figure 15 – Variations of wall concentration 
with A for different values of M
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Figure 16 – Variations of wall concentration )0(φ
with m for different values of r

Wall concentration decreases with increasing 
values of m and r which is depicted in Figures 16. 
Variations of surface shear stress ''(0)f and wall 
concentration (0)φ for different values of S are 
numerically presented in Table III. From this table it 
is observed that when the values of S increases from 
-0.2 to 0.2, )0(''f decreases from -1.18795 to -
1.38468 for static free stream ( 0λ = ) whereas for 
moving free stream ( 0.1λ = ) it decreases from -
1.12083 to -1.32521. Consequently, it is concluded 
that moving free stream compresses the skin friction 
coefficient. Similar type of behaviour is observed 
for wall concentration which is shown in Table III.

Conclusions

Mass transfer of an unsteady chemically reactive 
MHD boundary layer flow over a stretching sheet in 
presence of variable mass flux and moving free 
stream is considered. Suitable similarity 
transformations are employed to find self-similar 
equations which are solved numerically with the 
help of bvp4C. The impact of several controlling 
parameters on flow and mass transfer are analysed 
graphically and demonstrated comprehensively 
through tables. Following are the remarkable 
observations of this study: 

(i) The rising values of magnetic parameter 
M, unsteadiness parameter A, suction/blowing 
parameter S compress the fluid velocity.

(ii) Fluid velocity is found to rise for 
improved values of λ and bl structure is noted for 

1λ < . Inverted bl structure is observed for 1λ >
and no bl structure is observed for 1.λ =

(iii) Fluid concentration reduces with growing 
values of velocity ratio parameter λ for all cases 
considered. 

(iv) Compared to the case for static free 
stream, fluid velocity is higher when the free stream 
moves. Also higher concentration is noted in 
presence of moving free stream.

(v) The presence of moving free stream 
causes to diminish the effect of suction/blowing on 
flow and concentration fields. 

(vi) The increasing strength of suction causes 
to decrease the fluid velocity more significantly than 
that for blowing.

(vii) Fluid concentration decreases with 
enhancing values of chemical reaction parameter 

1k , power-law indices r and m whereas 
concentration is found to increase for increasing 
values of magnetic parameter M.

(viii) Skin friction coefficient decreases whereas 
wall concentration increases with the rising values 
of M.
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Ether as an electro-gravimagnetic field, its density and properties

Abstract. Based on biquaternion wave (biwave) equations, a biquaternionic model of the ether is devel-
oped – an electro-gravimagnetic field, the state of which is described by the biquaternion of the strength 
of EGM field. Its complex scalar part determines the density of the ether, and the complex vector part 
characterizes the strength of the electric and gravimagnetic fields. The biquaternion gradient of the ether 
biquaternion determines the biquaternion of EGM charge-current, which contains in the scalar part the
electric charge and gravitational mass, and the vector part is formed by electric and gravimagnetic cur-
rents. Special cases of these biwave equations are the biquaternionic representation of the Maxwell and 
Dirac equations.
Representations of biquaternion of photons and elementary atoms are obtained as partial stationary solu-
tions of biwave equations with a fixed oscillation frequency. The presence of a gravitational component 
of the EGM field of the photon is shown, which explains the light pressure. Using the biquaternion model 
of the atom, a periodic system of atoms is constructed based on the structure of a simple musical scale.
A field analogue of Newton's second law is presented as a biquaternion generalization of the Dirac system 
of equations. It describes the transformation of the EGM charge-current biquaternion under the influence 
of an external EGM field. It contains, in addition to all known physical forces, a number of new forces 
that are proposed for discussion and experimental verification.
The biquaternion representation of Newton's third law of action and reaction in the scalar part is a well-
known analogue of Betti's law on the power of forces acting on EGM charges and currents.
Key words: biquaternion wave, electro-gravimagnetic field, Betti's law, complex vector, bigradients.

Introduction

Modern Newtonian mechanics is based on the 
three basic laws formulated by Newton for a materi-
al point. Based on these laws, the equations of mo-
tion of systems of material points, a rigid body, and 
mechanics of continuous media were constructed. 
However, real material bodies are not material 
points, but consist of distributed masses, character-
ized by gravitational density, electric charge, which 
move (the state of rest is always only relative). Is it 
possible to construct equations of state for a contin-
uous medium without initially using the material 
point model, which requires discretization of a con-
tinuous medium to construct its equations of mo-
tion?

The Poisson equation is indicative here, the so-
lutions of which describe the potentials of the gravi-
tational or electric fields, if the densities of masses 

or electric charges are on the right side of the equa-
tion, respectively. Moreover, if they are moving? 
For moving electric charges and currents, the 
emerging electromagnetic fields describe Maxwell 
equations. In addition, what will be the gravitational 
fields of the moving masses – the question remains 
open to this day.

However, these questions have a positive answer, 
if we use a more complex mathematical apparatus to 
describe the motion of material media, which is the 
differential algebra of biquaternions [1-2]. Here, 
based on this algebra, the equations of motion of dis-
tributed masses and electric charges and the gravita-
tional and electromagnetic fields generated by them 
are proposed. Equations for the interaction of charges 
and currents and energy relations characterizing the 
interaction energy are constructed.

By this the model is based on the same Newton 
laws of inertia, proportionality of force and accel-
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eration, action and counter-action, only formulated 
in terms of biquaternion gradients (bigradients), 
generalizing the concept of a gradient to scalar-
vector fields. The constructed equations are biqua-
ternionic generalization of Maxwell equations 
(GME) and Dirac equations (GDE). The static GME
solutions describe static gravitational and electric 
fields, the potentials of which satisfy the Poisson 
equation.

Those the proposed model includes the well-
known classical equations of mathematical physics 
and field theory, which combines the gravitational 
field and the electromagnetic field into a single elec-
tro-gravimagnetic field. At the same time, biquater-
nionic field analogue of Newton second law, in ad-
dition to the known physical forces, contains new 
forces that are offered to the audience for discus-
sion.

1. Biquaternions and bigradients

The foundations of differential algebra of biqua-
ternions are presented by the author in [1-2]. Here 
we briefly give the basic concepts necessary to de-
scribe the biquaternionic model of EGM field. We 
introduce a complex space of quaternions 

{ }f FΚ = = +F (f are complex num-

bers: 1 2f f if= + , and F is a three-dimensional 
vector with complex components: 1 2F F iF= + ). K 
is a linear space with the well-known operation of 
quaternionic multiplication ( ):

( ) ( )
( ( , )) ( [ , ])

f F g G
fg F G fG gF F G

= + + =
= − + + +

F G 

. (1)

which is noncommutative, but associa-
tive: ( ) ( )=F G H F G H    . Further, we use mu-
tual bigradients. These are differential operators of 
the form

( ) ( )
( ) grad rot

i f F
f i divF F i f i F

τ

τ τ

±∇ = ∂ ± ∇ + =

∂ ± ∂ ± ±

F 



(2)

Their composition gives the wave operator:

( ) ( )
2

2τ
− + + − ∂

∇ ∇ = ∇ ∇ = −∆
∂

KK K K K . (3)

It is convenient to use this property when solv-
ing biquaternionic wave (biwave) equations:

( , )xτ±∇ =B G                         (4)

An example of such an equation is the system of 
Maxwell equations, which is reduced to the biwave 
equation (4) (with the sign +).

2. Biquaternions of the electro-gravimagnetic 
field. Either equation 

Let consider in the Minkowski space 
{ }1 2 3( , ) , , ,x ct x x xτ τ= = the EGM-field generated 

by distributed electric charges and masses and their 
currents. To describe it, the following biquaternions 
(Bq) is introduced:

either Bq 1 2( , ) , ,x i A i
A E iH

τ α α α α= + = +
= +

A
(5)

where a scalar part α ( , )xτ is named either density,
E and H are tensions of electric and gravimagnetic 
fields (a potential part H corresponds to a strength 
of gravitational field, and its vortex component cor-
responds to a strength of magnetic field B:

H=G+B, rot G=0, div B=0.               (6)

Also we determine

charge-current Bq

( , )x i Jτ ρ= +Θ ,
,E H

E H

i

J J iJ

ρ ρ ρ= − +

= − +
(7)

Here ( , )E xρ τ and ( , )H xρ τ are densities of 

electric charge and gravitational mass, ( , )EJ xτ ,

( , )HJ xτ are the density of electric and gravimag-
netic currents.

It has the form of the biwave equation –

either equation ( , )xτ+∇ = ⇔A Θ (8)

, rotdiv A A i A Jτ τα ρ∂ − = ∂ + = ⇔ (9)
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2 1

rot , rot

,

E H

E H

H E J E H J

div E div H
τ τ

τ τρ α ρ α

 = ∂ + = −∂ +


= ∂ + = ∂ −
(10)

When 

0, 0, 0Hdiv H Jα = = = ,            (11)

the Eqs (10) coincide with Maxwell equations. From 
(8) it follows that the charges-currents are physical
manifestation of bigradient of EGM-field.

Energy density and Poynting vector of EM 
field are generalized into the energy-momentum bi-
quaternion of EGM field

( )

* *

2 2,5

1 , ,
2

0 ,

Re( ) [Re( ), Im( )]

W iP i A

W A

P A A A

α

α

α

= = + = − −

= +

= − +

A A

A

A

Ξ A A A

(12)

Here WA is energy density, PA is the Poynting 
vector, which characterizes the direction of energy 
propagation in the EGM medium. Both of these val-
ues are valid.

The mutual bigradient from Eq (8) gives the 
wave equation for EGM tension:

( , )
,

x J
div J
J irot JA

τ

τ

τ
α ρ

ρ

−= ∇ ⇒
= ∂ +

∇ + ∂ −=

A Θ





             (13)

Whence it follows that electric, magnetic and 
gravitational waves propagate at the light speed.

The biquaternion of the energy-momentum of 
EGM charges-currents is

( ) ( )
( )

( ) [ ]{ }

*

2 2

0,5

0,5

Re Re , Im

i J i J

J

i J i J J W iP

ρ ρ

ρ

ρ

= = − + + =

= + −

− − = +Θ Θ

ΘΞ Θ Θ 

(14)

Here WΘ characterizes the energy density of 
EGM charges-currents, and Poynting vector PΘ de
termines the direction of propagation of this energy.

EXAMPLE 1. Let consider photons as some so-
lutions of A-field Eq (8).

Definition. We call a photon an elementary,
generated by a concentrated EGM charge of the 
form: ( , ) ( ) ii e ωττ δ −=Θ x x .

Its has the biquaternionic representation 

( )
0 1( , ) ,

4
/ , .

i re i
r r

r r

ω τ

τ ω ω
π

−   = + +  
  

= =

x

x

Φ x e

e x x

Its energy-momentum

0 2 2
2 2

1 1( , )
2

i
r r

ω ω ω
πΦ

 = + + 
 

xΞ x e .

Note that scalar part 0 ( , )τΦ x is equal to 

( )

( ) ( )( )
4

cos sin
4

i re
r

r i r
r

ω τω
π

ω ω τ ω τ
π

− =

= − + −

Here the real part determines the density of the 
electric field of the photon, the imaginary part is the 
density of the gravimagnetic field of the photon. 
And the imaginary part 0 ( , )τΦ x is a gravimagnetic 
wave that generates light pressure.

For the construction of biquaternions of photons 
and light, see [13, 14].

3. Third Newton law of charge-current inter-
action

Let's consider two EGM-fields A and 'A ,
generated by charges-currents ',Θ Θ . We intro-
duced a biquaternion of power – density of the forc-
es acting from the field 'A on the charges-currents 

( , )xτΘ of the field A in form

{ }
'

( ' ( ', )) ' ' [ ', ]
f iF

A J i J A i A Jρα α ρ
= + = =

= − + + + −

F A Θ
(15)

Its scalar part has the form of a power of acting 
forces:
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( ', ) ' ( ', ) ( ', )

( ', ) ( ', ) '

E H

E H

f A J E J H J

i H J i E J M

ρα

ρα

= − − = + +

+ − − 

, (16)

and the vector part contains all known forces and 
not only

' ' [ ', ]F J A i A Jα ρ= + − ⇒

{ }

{ }

Re( ) ' ' [ ', ]

[ ', ] Re( ' ) ' ' [ , ']

' [ ', ] [ ', ] Re( ' )

Im( )

' ' [ ', ] [ ', ] Im( ' )

E H H

E E H E

H E H

H E E H

F E H E J

H J J E G J B

B G J E J J

F

E H E J H J J

ρ ρ

α ρ ρ

ρ α

ρ ρ α

= − − + −

− + = − − + −

− + − +

=

= − + + +

(17)

Indeed, in Re( )F on the right there are known 

forces: the Coulomb force of electric action 'E Eρ ,
in vortex part of the vector 'H there is the Lorentz 
force ' EB J× , in the potential part of the vector 'H
there is a gravitational force 'H Gρ .

Also you see here on the right the unknown 
forces ( in curly brackets) : electromass force 

' HE J× of electric field impact on mass currents; 
gravimagnetic force 'H Bρ of influence of magnet-

ic field on mass; gravielectric force [ ', ]EG J of 
gravity action on electric currents. These forces,

'Jα and ones in Im( )F are the new forces.
Similarly, we introduce the power-force biqua-

ternion of acting from the A-field on the charges-
currents of the A'-field:

' ' ' 'f iF= + =F A Θ .

According to third Newton law on action and 
counteraction we postulate 

The law for EGM action-contraction:

= −F' F ⇔ ' '= −A Θ A Θ          (18)

We name Eq (16) as third Newton law for EGM
charges-currents.

4. Newton's second law and interaction equa-
tions.

By analogue of second Newton law we postulate
The law for EGM charges-currents interaction

, ' 'κ κ− −∇ = ∇ =Θ F Θ A Θ   (19)

Here the interaction constant κ is like to grav-
itational constants. Together with biwave equations
for EGM fields:

, ' ',+ +∇ = ∇ =A Θ A Θ  (20)

and the third Newton law (16), they give a closed 
system of nonlinear differential equations for
{ } { }, , ', 'Θ A Θ A determination.

The introduction of a constant κ is related to 
dimension. The dimension A is denoted by 
[ ] α=A (energy density), [ ]x l= (length), then

[ ] 1lα −=Θ , [ ] lκ α= . Let's call κ the radiation 
constant, because its dimension determines the den-
sity of the energy flux through the surface. 

Expanding the scalar and vector parts of (18), 
we obtain

EGM field charge-current transformation equa-
tions

( ) ( ', ) 'i divJ A J Mτκ ρ ρα∂ + = − − = (21)

( )
' ' [ ', ]

J irotJ
iF i J i A A J

τκ ρ

α ρ

∂ − +∇ =

= = + +
           (22)

под воздействием внешнего ЭГМ-поля 'A .
It follows from (19) that charge conservation 

law changes when the charges-currents interact un-
der the influence of the EGM fields generated by 
them. A nonzero right-hand side appears in the 
equation, associated with the power M of the forces 
of action from another field, which is naturally ob-
served in open systems. From scalar part of (20) we 
obtain

The law of conservation of electric charge and 
gravitational mass:
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( )

( )
( ', ) ( ', ) Im( ')

( ', ) ( ', ) Re( ')

E E

E H

H H

H E

div J

H J E j
div J

H j E J

τ

τ

κ ρ

ρα
κ ρ

ρα

∂ + =

= − − −
∂ + =

= − + +

(23)

As you can see, the power of the electric and 
gravimagnetic forces of the second field affects the 
mass and mass currents of the first.

The imaginary part of the vector equation (20)
gives the equations of motion of gravimagnetic cur-
rents:

Field analogue of Newton's second law

( )

( )
' ' [ ', ]

[ ', ] Re '

H E H

E H H

E

J rotJ

E H E J
H J J

τκ ρ

ρ ρ

α

∂ − +∇ =

= − + +

+ +

            (24)

where the analogue of momentum is the density of 

gravimagnetic currents HJ . The real part of Eq
(20) gives

Equations of motion of electric currents

( )

( )
' ' [ ', ]

[ ', ] Im '

E H E

H E E

H

J irotJ

E H E J

H J J

τκ ρ

ρ ρ

α

∂ + +∇ =

= − − + −

− −

           (25)

It describes the effect of an external field on 
electric currents. Its analog in modern physics is 
unknown to the author.

If the external EGM field is much more power-
ful than the intrinsic field of charge-currents, then 
its change can be ignored. Then we have a linear 
system of biquaternionic equations for determining 
the transformation of masses, charges and their cur-
rents under its influence, which we name the

Charge-currents transformation equation 

1 'κ− −∇ =Θ A Θ               (26)

where the biquaternion A'of the external EGM 
field is known.

From (26) by use (8) and (18) we get

1 ,κ −− =A A Θ' 0             (27)

( )1 ,κ − ++ ∇ =Θ A' Θ 0 (28)

Eqs (26) and (27) are the biquaterninic generali-
zation of Dirac and Klein-Gordon equations.

6. The first Newton law for EGM field. The 
law of inertia

For free charge-currents 0=F . Hence, from 
second Newton law for EGM of charge-currents, we 
obtain 

The law of inertia

0−∇ = ↔Θ                     (29)

0div Jτ ρ∂ + = , 0grad J irotJτρ + ∂ − = (30)

The first scalar equation is the mass-charge con-
servation law, which naturally must be satisfied in 
closed systems. The second vector equation defines 
the free motion (inertia) of electric and gravimag-
netic currents in the absence of external influences, 
which is completely due to the inhomogeneity of the 
state associated with the presence of gradients and 
rotors of these fields. Separating the real and imagi-
nary parts from (29) we get

First Newton law for mass charges and EGM 
field curents:

0,

0;

0,

0

E H E

E E

H E H

H H

J rot J grad

div J

J rot J grad

div J

τ

τ

τ

τ

ρ

ρ

ρ

ρ

∂ − + =

∂ + =

∂ + + =

∂ + =

(31)

These equations give a closed system of equa-
tions for determining the charges and currents of the 
A-field in the absence of external fields. 

Solutions of equation (27) can be used for bi-
quaternionic representations of elementary particles. 
In particular, the author used monochromatic solu-
tions of equation (27) to construct harmonic bosons 
and leptons [11]. 

EXAMPLE 2. By use harmonic bosons, a peri-
odic system of elementary atoms has been present-
ed, constructed on the principle of a simple musical 
scale [12]:
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Simple gamut
do re mi fa sol la si do 
𝜔𝜔𝜔𝜔 9𝜔𝜔𝜔𝜔/8 5𝜔𝜔𝜔𝜔/4 4𝜔𝜔𝜔𝜔/3 3 𝜔𝜔𝜔𝜔 /2 5 𝜔𝜔𝜔𝜔 /3 15 𝜔𝜔𝜔𝜔 /8 2𝜔𝜔𝜔𝜔 

Periodic table of elementary atoms
1 2 3 4 5 6 7

1ω ω= 9𝜔𝜔𝜔𝜔/8 5𝜔𝜔𝜔𝜔/4 4𝜔𝜔𝜔𝜔/3 3 𝜔𝜔𝜔𝜔 /2 5 𝜔𝜔𝜔𝜔 /3 15 𝜔𝜔𝜔𝜔 /8

2 12ω ω= 9 2ω /8 5 2ω /4 4 2ω /3 3 2ω /2 5 2ω /3 15 2ω /8

3 22ω ω= 9 3ω /8 5 3ω /4 4 3ω /3 3 3ω /2 5 3ω /3 15 3ω /8

… … … … … … …

12n nω ω −= 9 nω /8 5 nω /4 4 nω /3 3 nω /2 5 nω /3 15 nω /8

… … … … … … … 

The elementary atom in this periodic system has the form:

( ) ( ) ( ),, / sin /1( , ) sin / cos / .n k nkn k
nk nk

nk

iw t c w r c
t x e w r c w r c c e

r w r
−    = + −  

   
xAt

where the oscillation frequency 

0

12 H
n

nk kw wγ−= of the element in k-column of 

n-row of the periodic table , kγ is the multiplier in 

k-column, 
0Hw is the oscillation frequency of ele-

mentary hydrogen atom 1,1
0( )HAt .

Conclusion

We introduced postulates for EGM-field on the 
base of generalization of biquaternionic form of

Maxwell and Dirac equations and obtained 
closed hyperbolic system which connect EGM-field, 
charges and currents in united system of equations. 
For this we enter new scalar α -field which is the 
either density. It characterizes an attraction-

resistance properties of the either. That gives possi-
bility to explain some physical phenomena which 
are observed in practice. In particular, the solutions 
of EGM-field describe electric and gravimagnetic 
waves which, in general case, are not transversal 
and have longitudinal component. Longitudinal EM-
waves are observed in practice but classic electro-
dynamics doesn’t explain there existence. Many 
interesting physical properties of this model appear 
by interaction of different system of charges and 
currents and their EGM-fields. Some of them were 
described in papers [1-3].

The work was carried out with financial support 
from the Committee of Science of the Ministry of 
Science and Higher Education of the Republic of 
Kazakhstan (grant AP19674789, 2023-2025).
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Abstract: In this paper, we present a novel symmetry-enhanced transform

ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥);𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
+∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = ℬ(𝑎𝑎𝑎𝑎),𝑎𝑎𝑎𝑎 > 0

to evaluate Gaussian integrals commonly used in mathematical and physical domains, particularly in 
quantum field theory. Additionally, we utilize this original transformation methodology to solve a wide 
range of second-order linear ordinary differential equations (ODEs) that have variable coefficients, which 
is a common occurrence in physics. Notable examples encompass Weber, Euler-Cauchy, and Bessel 
equations, highlighting the broad applicability of our proposed method. Diverging from established 
transforms like the widely used Laplace transform, our innovative approach introduces a symmetrical 
model, offering a distinct and founding perspective to the field.
Key words: New integral transform; Gaussian integral; Equation of free oscillations; Weber’s equation; 
Euler-Cauchy Equation; Bessel’s equation.

1 Introduction

Recently, Bougoffa and Rach proved the 
following formula [1]

Lemma 1

� 𝒆𝒆𝒆𝒆−𝒂𝒂𝒂𝒂𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐
∞

−∞
𝒇𝒇𝒇𝒇(𝒙𝒙𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙 = �𝝅𝝅𝝅𝝅

𝒂𝒂𝒂𝒂
∑ 𝒇𝒇𝒇𝒇(𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐)(𝟎𝟎𝟎𝟎)

(𝟒𝟒𝟒𝟒𝒂𝒂𝒂𝒂)𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐!
∞
𝟐𝟐𝟐𝟐=𝟎𝟎𝟎𝟎 ,𝒂𝒂𝒂𝒂 > 𝟎𝟎𝟎𝟎 (1.1)

provided that the function 𝒇𝒇𝒇𝒇 is infinitely 
differentiable in ℝ and, in a neighborhood of 𝒙𝒙𝒙𝒙 =  𝟎𝟎𝟎𝟎,
it equals its Maclaurin series expansion about 𝒙𝒙𝒙𝒙. Here 
we must assume that 𝒇𝒇𝒇𝒇 is such that the integral in the 
left hand side of (1.1) exists (that is, has some finite 
value). This assumption is usually satisfied in 
applications. We shall discuss this in section 2.

This formula has obtained by a new combination 
with the Adomian decomposition method [2, 3] and 
the explicit solution

 𝑢𝑢𝑢𝑢(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) =
1

√4𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑡𝑡𝑡𝑡
� 𝑓𝑓𝑓𝑓(𝜉𝜉𝜉𝜉)
∞

−∞
𝑒𝑒𝑒𝑒−

(𝜉𝜉𝜉𝜉−𝑥𝑥𝑥𝑥)2
4𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘 𝑑𝑑𝑑𝑑𝜉𝜉𝜉𝜉,

−∞ < 𝑥𝑥𝑥𝑥 < ∞, 𝑡𝑡𝑡𝑡 > 0

(1.2) of the initial – value problem for the heat 
equation

 ∂𝑢𝑢𝑢𝑢
∂𝑘𝑘𝑘𝑘

= 𝑘𝑘𝑘𝑘 ∂2𝑢𝑢𝑢𝑢
∂𝑥𝑥𝑥𝑥2

, 𝑘𝑘𝑘𝑘 > 0, 𝑡𝑡𝑡𝑡 ≥ 0,𝑢𝑢𝑢𝑢(𝑥𝑥𝑥𝑥, 0) = 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥). (1.3)

This is a new helpful tool in calculating the 
Gaussian integrals [4] as a convenient convergent 
series.

Indeed, if we substitute 𝑓𝑓𝑓𝑓 (𝑥𝑥𝑥𝑥)  =  1 into (1.1), 
then we obtain

 � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = �𝜋𝜋𝜋𝜋

𝑎𝑎𝑎𝑎
, 𝑎𝑎𝑎𝑎 > 0.             (1.4)

The alternatives of the Gaussian integral can be 
derived from (1.1). For example, the evaluation of

 � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑥𝑥𝑥𝑥2𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = √𝜋𝜋𝜋𝜋(2𝑛𝑛𝑛𝑛)!

4𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛+
1
2𝑛𝑛𝑛𝑛!

         (1.5)

is obtained by letting 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) = 𝑥𝑥𝑥𝑥2𝑛𝑛𝑛𝑛,𝑛𝑛𝑛𝑛 ≥ 0 into (1.1). It 
can be checked easily that different definite integrals 
of the above Gaussian form can be derived from 
formula (1.1).

1- The evaluation of the well-known integral: 

 � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎
2(1+𝑥𝑥𝑥𝑥2)

1+𝑥𝑥𝑥𝑥2

∞

0
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝜋𝜋𝜋𝜋

2
erf (c𝑎𝑎𝑎𝑎) can be evaluated 

directly from (1.1) by letting 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) = 1
𝑥𝑥𝑥𝑥2+1

with 
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𝑓𝑓𝑓𝑓(0) = 1, 𝑓𝑓𝑓𝑓′′(0) = −2!, 𝑓𝑓𝑓𝑓(4)(0) = 4!. A simple 
substitution leads to

2-

� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎
2𝑥𝑥𝑥𝑥2

1+𝑥𝑥𝑥𝑥2

∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = √𝜋𝜋𝜋𝜋

𝑎𝑎𝑎𝑎
�1 + � (−1)𝑛𝑛𝑛𝑛(2𝑛𝑛𝑛𝑛)!

4𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎2𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛!

∞

𝑛𝑛𝑛𝑛=1
�. (1.6) 

Since (2𝑛𝑛𝑛𝑛)!
𝑛𝑛𝑛𝑛!

= 2𝑛𝑛𝑛𝑛�1 ∙ 3 ∙ 5 ∙∙∙ (2𝑛𝑛𝑛𝑛 − 1)�. Hence

� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎
2𝑥𝑥𝑥𝑥2

1+𝑥𝑥𝑥𝑥2

∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = √𝜋𝜋𝜋𝜋

𝑎𝑎𝑎𝑎
�1 + � (−1)𝑛𝑛𝑛𝑛∞

𝑛𝑛𝑛𝑛=1
1⋅3⋅5⋯(2𝑛𝑛𝑛𝑛−1)

(2𝑎𝑎𝑎𝑎2)𝑛𝑛𝑛𝑛
� .

(1.7) 

Using the asymptotic expansion of the 
complementary error function

erfc(𝑥𝑥𝑥𝑥) = 𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥
2

√𝜋𝜋𝜋𝜋𝑥𝑥𝑥𝑥
[1 + � (−1)𝑛𝑛𝑛𝑛∞

𝑛𝑛𝑛𝑛=1
1⋅3⋅5⋯(2𝑛𝑛𝑛𝑛−1)

(2𝑥𝑥𝑥𝑥2)𝑛𝑛𝑛𝑛
], (1.8)

we obtain

 � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎
2(1+𝑥𝑥𝑥𝑥2)

1+𝑥𝑥𝑥𝑥2

∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑘𝑘𝑘𝑘 erfc(𝑎𝑎𝑎𝑎) .          (1.9)

3- The Dawson’s integral [5, 6]: 
This integral ∫ 𝑫𝑫𝑫𝑫(𝒙𝒙𝒙𝒙)∞

−∞ 𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙 is called the Dawson’s 

integral, where𝑫𝑫𝑫𝑫(𝒙𝒙𝒙𝒙) = 𝒆𝒆𝒆𝒆−𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐 � 𝒆𝒆𝒆𝒆𝒕𝒕𝒕𝒕𝟐𝟐𝟐𝟐
𝐱𝐱𝐱𝐱

𝟎𝟎𝟎𝟎
𝒅𝒅𝒅𝒅𝒕𝒕𝒕𝒕 and it arises in 

computation of the Voigt lineshape in heat 
conduction and in the theory of electrical oscillations 

in certain special vacuum tubes. It can be derived 
from formula (1.1) that

∫ 𝑫𝑫𝑫𝑫(𝒙𝒙𝒙𝒙)∞
−∞ 𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙 = � 𝒆𝒆𝒆𝒆−𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐

∞

−∞
[� 𝒆𝒆𝒆𝒆𝒕𝒕𝒕𝒕𝟐𝟐𝟐𝟐

𝒙𝒙𝒙𝒙

𝟎𝟎𝟎𝟎
𝒅𝒅𝒅𝒅𝒕𝒕𝒕𝒕]𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙 = 𝟎𝟎𝟎𝟎. (1.10)

4- The plasma dispersion function [7]:

The plasma dispersion function when the 
imaginary component of ξ is equal to zero and is 

defined as 𝑍𝑍𝑍𝑍(𝜉𝜉𝜉𝜉) = 1
√𝜋𝜋𝜋𝜋
� 𝑒𝑒𝑒𝑒−𝑥𝑥𝑥𝑥

2

𝑥𝑥𝑥𝑥−𝜉𝜉𝜉𝜉

∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥.

An immediate consequence of this is 

𝑍𝑍𝑍𝑍(𝜉𝜉𝜉𝜉) = −�
(2𝑛𝑛𝑛𝑛)!
4𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛!

∞

𝑛𝑛𝑛𝑛=0

1
𝜉𝜉𝜉𝜉2𝑛𝑛𝑛𝑛+1

=

= −1
𝜉𝜉𝜉𝜉
�1 + 1

2
1
𝜉𝜉𝜉𝜉2

+ 3
4
1
𝜉𝜉𝜉𝜉4

+ 15
8

1
𝜉𝜉𝜉𝜉6

+ ⋯�. (1.11) 

This follows simply by letting the following in 
(1.1)

𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) =
1

𝑥𝑥𝑥𝑥 − 𝜉𝜉𝜉𝜉
,

𝑓𝑓𝑓𝑓(2𝑛𝑛𝑛𝑛)(0) = −(2𝑛𝑛𝑛𝑛)! 𝜉𝜉𝜉𝜉−2𝑛𝑛𝑛𝑛−1,𝑛𝑛𝑛𝑛 ≥ 1.         (1.12)

The reader will find in the Table 1 different 
definite integrals of the above forms which can be 
easily calculated by (1.1).

No. 𝒇𝒇𝒇𝒇(x)
� 𝒆𝒆𝒆𝒆−𝒂𝒂𝒂𝒂𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐
∞

−∞
𝒇𝒇𝒇𝒇(𝒙𝒙𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙,𝒂𝒂𝒂𝒂 > 𝟎𝟎𝟎𝟎

1 1 √𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

2 𝑥𝑥𝑥𝑥2 √𝑘𝑘𝑘𝑘
2𝑎𝑎𝑎𝑎√𝑎𝑎𝑎𝑎

3 𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛,𝑛𝑛𝑛𝑛 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 0

4 𝑥𝑥𝑥𝑥4 3√𝑘𝑘𝑘𝑘
4𝑎𝑎𝑎𝑎2√𝑎𝑎𝑎𝑎

5 𝑥𝑥𝑥𝑥2𝑛𝑛𝑛𝑛 (2𝑛𝑛𝑛𝑛)!√𝑘𝑘𝑘𝑘

4𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛+
1
2𝑛𝑛𝑛𝑛!

6 𝑥𝑥𝑥𝑥2

𝑥𝑥𝑥𝑥2 + 𝑏𝑏𝑏𝑏2
√𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

− 𝑘𝑘𝑘𝑘𝑏𝑏𝑏𝑏𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(1 − erf (√𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏))

7 1
𝑥𝑥𝑥𝑥2 + 𝑏𝑏𝑏𝑏2

√𝑘𝑘𝑘𝑘
𝑏𝑏𝑏𝑏 𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(1 − erf (√𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏))

8 cos 𝑟𝑟𝑟𝑟𝑥𝑥𝑥𝑥 √𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

𝑒𝑒𝑒𝑒−
𝑟𝑟𝑟𝑟2
4𝑎𝑎𝑎𝑎

9 𝑒𝑒𝑒𝑒±𝑟𝑟𝑟𝑟𝑥𝑥𝑥𝑥 √𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

𝑒𝑒𝑒𝑒
𝑟𝑟𝑟𝑟2
4𝑎𝑎𝑎𝑎
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No. 𝒇𝒇𝒇𝒇(x)
� 𝒆𝒆𝒆𝒆−𝒂𝒂𝒂𝒂𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐
∞

−∞
𝒇𝒇𝒇𝒇(𝒙𝒙𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙,𝒂𝒂𝒂𝒂 > 𝟎𝟎𝟎𝟎

10 𝑥𝑥𝑥𝑥𝑒𝑒𝑒𝑒−2𝑟𝑟𝑟𝑟𝑥𝑥𝑥𝑥 𝑟𝑟𝑟𝑟
𝑎𝑎𝑎𝑎
√𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

𝑒𝑒𝑒𝑒
𝑟𝑟𝑟𝑟2
𝑎𝑎𝑎𝑎

11 𝑥𝑥𝑥𝑥2𝑒𝑒𝑒𝑒−2𝑟𝑟𝑟𝑟𝑥𝑥𝑥𝑥 1
2𝑎𝑎𝑎𝑎

√𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

(1 +
2𝑟𝑟𝑟𝑟2

𝑎𝑎𝑎𝑎  )𝑒𝑒𝑒𝑒
𝑟𝑟𝑟𝑟2
𝑎𝑎𝑎𝑎

12 𝑒𝑒𝑒𝑒
−𝑟𝑟𝑟𝑟
𝑥𝑥𝑥𝑥2 √𝑘𝑘𝑘𝑘

√𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒−2√𝑟𝑟𝑟𝑟𝑎𝑎𝑎𝑎

Table 1: Some functions and their transforms
� 𝒆𝒆𝒆𝒆−𝒂𝒂𝒂𝒂𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐
∞

−∞
𝒇𝒇𝒇𝒇(𝒙𝒙𝒙𝒙)𝒅𝒅𝒅𝒅𝒙𝒙𝒙𝒙,𝒂𝒂𝒂𝒂 > 𝟎𝟎𝟎𝟎.

Another important observation on some 
elementary integrals is

Lemma 2 Define the function 𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛 by

𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛(𝑥𝑥𝑥𝑥) = ∫ 𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛∞
𝑥𝑥𝑥𝑥 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘2𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡,𝑎𝑎𝑎𝑎 > 0. (1.13)

Then 𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛 satisfies

�
𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛(𝑥𝑥𝑥𝑥) + 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛(−𝑥𝑥𝑥𝑥) = √𝜋𝜋𝜋𝜋(2𝑛𝑛𝑛𝑛)!

4𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛+
1
2𝑛𝑛𝑛𝑛!

𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛+1(𝑥𝑥𝑥𝑥) + 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛+1(−𝑥𝑥𝑥𝑥) = 0.
(1.14)

Proof. Replacing 𝑥𝑥𝑥𝑥 with−𝑥𝑥𝑥𝑥, we obtain

𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛(−𝑥𝑥𝑥𝑥) = ∫ 𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛∞
−𝑥𝑥𝑥𝑥 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘2𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡,𝑎𝑎𝑎𝑎 > 0. (1.15)

If we make the transformation 𝑡𝑡𝑡𝑡 →  −𝑡𝑡𝑡𝑡, we get
𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛(−𝑥𝑥𝑥𝑥) = ∫ (−1)𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥

−∞ 𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘2𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡,𝑎𝑎𝑎𝑎 > 0.
Thus,

𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛(𝑥𝑥𝑥𝑥) + 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛(−𝑥𝑥𝑥𝑥) = ∫ 𝑡𝑡𝑡𝑡2𝑛𝑛𝑛𝑛∞
−∞ 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘2𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡. (1.16) 

Hence, from Table 1, we have

𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛(𝑥𝑥𝑥𝑥) + 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛(−𝑥𝑥𝑥𝑥) = √𝜋𝜋𝜋𝜋(2𝑛𝑛𝑛𝑛)!

4𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛+
1
2𝑛𝑛𝑛𝑛!

.         (1.17)

We note that if we choose 𝑛𝑛𝑛𝑛 =  0 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑑𝑑𝑑𝑑 𝑎𝑎𝑎𝑎 = 1
2

,
then 𝑄𝑄𝑄𝑄(𝑥𝑥𝑥𝑥) + 𝑄𝑄𝑄𝑄(−𝑥𝑥𝑥𝑥) = 1, where 𝑄𝑄𝑄𝑄(𝑥𝑥𝑥𝑥) =
1

√2𝜋𝜋𝜋𝜋
∫ 𝑒𝑒𝑒𝑒−

𝑡𝑡𝑡𝑡2

2 𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡∞
𝑥𝑥𝑥𝑥 is the Q- function corresponds to the 

tail probability of standard normal distribution [8].
Similarly, we have 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛+1(𝑥𝑥𝑥𝑥) + 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛+1(−𝑥𝑥𝑥𝑥) = 0.
The following recurrence follows by integration 

by parts

Lemma 3 The function 𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛 satisfies the following 
recurrence

 𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛(𝑥𝑥𝑥𝑥) = 𝑛𝑛𝑛𝑛−1
2𝑎𝑎𝑎𝑎

𝐹𝐹𝐹𝐹𝑛𝑛𝑛𝑛−2(𝑥𝑥𝑥𝑥) + 𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛−1

2𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2 (1.18)

with

𝐹𝐹𝐹𝐹0(𝑥𝑥𝑥𝑥) =
√𝑘𝑘𝑘𝑘

2√𝑎𝑎𝑎𝑎
�1 − erfc�√𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥�� and

 𝐹𝐹𝐹𝐹1(𝑥𝑥𝑥𝑥) = 1
2𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2 .           (1.19) 

Also, an alternative expression for 𝐹𝐹𝐹𝐹2𝑛𝑛𝑛𝑛+1can be 
obtained from the recurrence and mathematical 
induction

Lemma 4

𝑭𝑭𝑭𝑭𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐+𝟏𝟏𝟏𝟏(𝒙𝒙𝒙𝒙) = 𝟐𝟐𝟐𝟐!
𝟐𝟐𝟐𝟐𝒂𝒂𝒂𝒂𝟐𝟐𝟐𝟐+𝟏𝟏𝟏𝟏

𝒆𝒆𝒆𝒆−𝒂𝒂𝒂𝒂𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐� (√𝒂𝒂𝒂𝒂𝒙𝒙𝒙𝒙)𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐

𝟐𝟐𝟐𝟐!

𝟐𝟐𝟐𝟐

𝟐𝟐𝟐𝟐=𝟎𝟎𝟎𝟎
. (1.20)

Many integral transforms of the familiar Laplace 
transform ℒ(𝑓𝑓𝑓𝑓; 𝑖𝑖𝑖𝑖) = ∫ 𝑒𝑒𝑒𝑒−𝑠𝑠𝑠𝑠𝑥𝑥𝑥𝑥∞

0 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 with kernel
𝑘𝑘𝑘𝑘(𝑖𝑖𝑖𝑖, 𝑥𝑥𝑥𝑥) = 𝑒𝑒𝑒𝑒−𝑠𝑠𝑠𝑠𝑥𝑥𝑥𝑥 are introduced such as the Laplace-
Carson transform, which is defined by [9]
ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑝𝑝𝑝𝑝) = 𝑝𝑝𝑝𝑝 ∫ 𝑒𝑒𝑒𝑒−𝑝𝑝𝑝𝑝𝑥𝑥𝑥𝑥+∞

0 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥,𝑝𝑝𝑝𝑝 > 0 and the so-
called Sumudu transform:

ℱ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑞𝑞𝑞𝑞) = 1
𝑞𝑞𝑞𝑞
� 𝑒𝑒𝑒𝑒−

1
𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥

+∞

0
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥, 𝑞𝑞𝑞𝑞 > 0, which has 

been the subject of several papers. This integral 
transform is obtained from the Laplace-Carson 
transform by means of the trivial change of variable
𝒑𝒑𝒑𝒑 = 𝟏𝟏𝟏𝟏

𝒒𝒒𝒒𝒒
. All the properties demonstrated for the 

Sumudu transform may very readily be deduced from 
the corresponding properties for the standard Laplace 
transform. These integral transforms have been 
demonstrated to provide accurate and computable 
solutions for a wide class of linear differential 
equations. It is imperative to acknowledge that while 

Table continuation
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the Laplace transform is a powerful tool for solving 
certain differential equations, it is not universally 
applicable. Indeed, not all functions possess a 
Laplace transform, rendering it inadequate for certain 
classes of linear ordinary differential equations 
(ODEs). For in- stance, the function 𝒇𝒇𝒇𝒇(𝒙𝒙𝒙𝒙) = 𝒆𝒆𝒆𝒆𝒙𝒙𝒙𝒙𝟐𝟐𝟐𝟐does 
not have a Laplace transform, as the integral diverges 
for all values of 𝒔𝒔𝒔𝒔.

The transformation 𝓛𝓛𝓛𝓛(𝒇𝒇𝒇𝒇(𝒙𝒙𝒙𝒙);𝒂𝒂𝒂𝒂) with its
Properties 1-5 (Theorem 2) offers a powerful solution 
for tackling different linear ordinary differential 
equations. Among the equations are the Euler-
Cauchy equation, Weber’s equation [10], and
associated Bessel’s equation [11], etc. By converting 
them into more manageable forms, we can compute 
one solution with ease, and then the second 
independent solution can be deduced by the method 
of reduction of order to such equations. This 
approach is de- tailed after Section 3. This integral 
transform is also particularly significant in physics 
boundary value problems, as it can solve linear 
equations with initial and boundary conditions that 
the Laplace transform cannot handle. Therefore, our 
newly proposed integral transform presents a 
promising alter- native for addressing such equations.

The symmetry transformation technique involves 
simplifying the differential equation into a first-order 
linear differential equation, which can then be solved 
with ease through an inverse transform. Although this 
method is effective, it may sometimes yield a second-
order ODE with variable coefficients. Hence, this 
approach is only successful under suitable conditions 
on the coefficients of the ODE.

To provide a comprehensive understanding of the 
meaning of this transformation in mathematical 
terms, we will present a detailed discussion of its 
integral transform definition, including its formula, 
properties, and practical applications. This will allow 
for a thorough exploration of its conceptual 
underpinnings and how it can be effectively utilized.

2 A new integral transform

We begin by stating the following definition:
Definition 1 Let f be a function defined for all 

𝑥𝑥𝑥𝑥 ≥  0. Our new integral transform is the integral of 
𝑓𝑓𝑓𝑓 times 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2

 
,𝑎𝑎𝑎𝑎 >  0 from −∞ to +∞, and is 

denoted by ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎):

ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
+∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥,𝑎𝑎𝑎𝑎 > 0. (2.1)

Here we must assume that f satisfies

|𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)| ≤ 𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2for all −∞ < 𝑥𝑥𝑥𝑥 < +∞,𝑎𝑎𝑎𝑎 > 𝑏𝑏𝑏𝑏, (2.2)

where 𝑏𝑏𝑏𝑏 and 𝑀𝑀𝑀𝑀 are some constants, such that the 
integral exists. then

ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) is a function of a, say, 𝐵𝐵𝐵𝐵(𝑎𝑎𝑎𝑎), and

ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
+∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = ℬ(𝑎𝑎𝑎𝑎), (2.3)

𝑎𝑎𝑎𝑎 > 0.

Furthermore, if 𝑓𝑓𝑓𝑓 ∶  ℝ⟶ ℝ is infinitely 
differentiable and, in a neighborhood of 𝑥𝑥𝑥𝑥 = 0, it 
equals its Maclaurin series expansion about 𝑥𝑥𝑥𝑥, then

ℬ(𝑎𝑎𝑎𝑎) = �𝜋𝜋𝜋𝜋
𝑎𝑎𝑎𝑎
� 𝑓𝑓𝑓𝑓(2𝑛𝑛𝑛𝑛)(0)

(4𝑎𝑎𝑎𝑎)𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛!

∞

𝑛𝑛𝑛𝑛=0
.           (2.4)

The given function 𝑓𝑓𝑓𝑓 in (2.3) is called the inverse 
transform of 𝐵𝐵𝐵𝐵(𝑎𝑎𝑎𝑎),𝑎𝑎𝑎𝑎 >  0 and is denoted by ℒ−1(𝐵𝐵𝐵𝐵);
that is, 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) = ℒ−1(ℬ(𝑎𝑎𝑎𝑎)),𝑎𝑎𝑎𝑎 > 0 provided that
ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) ≠ 0.

In order to guarantee the convergence of the 

series � 𝑓𝑓𝑓𝑓(2𝑛𝑛𝑛𝑛)(0)
(4𝑎𝑎𝑎𝑎)𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛!

∞

𝑛𝑛𝑛𝑛=0
for a > 0, we must assume that 

the higher order derivatives of 𝑓𝑓𝑓𝑓 (𝑥𝑥𝑥𝑥) at 𝑥𝑥𝑥𝑥 =  0 are 
bounded. We first note that, it may happen in certain 
cases that ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) exists for a given function 𝑓𝑓𝑓𝑓,
but ℒ−1(ℬ(𝑎𝑎𝑎𝑎)) is not uniquely determined. This can 
be seen from the example given in Table 1-No. 

9: ℒ(𝑒𝑒𝑒𝑒±𝑟𝑟𝑟𝑟𝑥𝑥𝑥𝑥;𝑎𝑎𝑎𝑎) = √𝜋𝜋𝜋𝜋
√𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒
𝑟𝑟𝑟𝑟2

4𝑎𝑎𝑎𝑎, which shows that the inverse 
of this transform is not essentially unique. This is true 
in many situations in the application of this transform 
for solving second-order ODEs. It is a very 
convenient one, since it allows us to find two 
solutions. This can be seen from a simple example in 
Section 3.

Another observation that we need is that it can be 
easily checked that ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) for any odd function, 
for example 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) = 𝑥𝑥𝑥𝑥𝑛𝑛𝑛𝑛,𝑛𝑛𝑛𝑛 = 1,3, …. In this case, a 
useful modified of this integral transform is given by 

ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
+∞

0
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥,𝑎𝑎𝑎𝑎 > 0. (2.5) In 

general, for any even or odd function, we may say 
that the inverse of a given transform is essentially 
unique. In particular, if two continuous functions 
have the same transform, they are completely 
identical, and in this case we could determine the 
function 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) from its transform ℬ(𝑎𝑎𝑎𝑎) provided that 



44 A new transform for solving linear second-orders ODE with variable coefficients

Int. j. math. phys. (Online)                                       International Journal of Mathematics and Physics 15, №1 (2024)

it was possible to express ℬ(𝑎𝑎𝑎𝑎)in terms of simpler 
functions with known inverse transforms. Indeed, 
any odd or even function f can be determined from its 
transform 𝐵𝐵𝐵𝐵(𝑎𝑎𝑎𝑎) using the Mellin’s Inversion Formula

𝑔𝑔𝑔𝑔(𝑡𝑡𝑡𝑡) = ℒ−1�ℬ(𝑎𝑎𝑎𝑎)� =

= 1
2𝜋𝜋𝜋𝜋𝜋𝜋𝜋𝜋

𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚
𝑇𝑇𝑇𝑇→+∞

∫ 𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝛾𝛾𝛾𝛾+𝜋𝜋𝜋𝜋𝑇𝑇𝑇𝑇
𝛾𝛾𝛾𝛾−𝜋𝜋𝜋𝜋𝑇𝑇𝑇𝑇 ℬ(𝑎𝑎𝑎𝑎)𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎, 𝑡𝑡𝑡𝑡 > 0, (2.6) 

where 𝛾𝛾𝛾𝛾 is a positive constant and is greater than the 
real part of all singularities of ℬ(𝑎𝑎𝑎𝑎), and the function 
𝑔𝑔𝑔𝑔(𝑡𝑡𝑡𝑡) = 𝑓𝑓𝑓𝑓(√𝑘𝑘𝑘𝑘)

√𝑘𝑘𝑘𝑘
; can be done with the substitution t = x2.

We give an example to illustrate the application of 
this inversion. Let ℬ(𝑎𝑎𝑎𝑎) = 1

√𝑎𝑎𝑎𝑎
. Substituting into the 

Mellin’s inversion formula, we find that

𝑔𝑔𝑔𝑔(𝑡𝑡𝑡𝑡) =
1

2𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖
𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚
𝑇𝑇𝑇𝑇→+∞

� 𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘
𝛾𝛾𝛾𝛾+𝜋𝜋𝜋𝜋𝑇𝑇𝑇𝑇

𝛾𝛾𝛾𝛾−𝜋𝜋𝜋𝜋𝑇𝑇𝑇𝑇

1
√𝑎𝑎𝑎𝑎

𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎 =

= 1
√𝜋𝜋𝜋𝜋𝑘𝑘𝑘𝑘

𝑙𝑙𝑙𝑙𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚
𝑇𝑇𝑇𝑇→+∞

[erf (√𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡)]𝛾𝛾𝛾𝛾−𝜋𝜋𝜋𝜋𝑇𝑇𝑇𝑇
𝛾𝛾𝛾𝛾+𝜋𝜋𝜋𝜋𝑇𝑇𝑇𝑇 = 1

√𝜋𝜋𝜋𝜋𝑘𝑘𝑘𝑘
(2.7) 

Consequently, 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) = 1
√𝜋𝜋𝜋𝜋

.
We would now like to examine some examples 

of functions that do not have a Maclaurin expansion.
The first example in this section reproduces a related 
integral to ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎).

Examples [12, 13]
1- � �𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎1𝑥𝑥𝑥𝑥2 − 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎2𝑥𝑥𝑥𝑥2�

+∞

−∞
1
𝑥𝑥𝑥𝑥2
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥,𝑎𝑎𝑎𝑎1,𝑎𝑎𝑎𝑎2 > 0.

This integral can be obtained by writing
�𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎1𝑥𝑥𝑥𝑥2 − 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎1𝑥𝑥𝑥𝑥2� 1

𝑥𝑥𝑥𝑥2
= � 𝑒𝑒𝑒𝑒−𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥2

𝑎𝑎𝑎𝑎1
𝑎𝑎𝑎𝑎1

𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡. Thus
2-

� (𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎1𝑥𝑥𝑥𝑥2 − 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎2𝑥𝑥𝑥𝑥2)
+∞

−∞

1
𝑥𝑥𝑥𝑥2
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 =

2√𝑘𝑘𝑘𝑘(√𝑎𝑎𝑎𝑎2 − √𝑎𝑎𝑎𝑎1).

3- ℒ(𝑒𝑒𝑒𝑒
−𝑏𝑏𝑏𝑏
𝑥𝑥𝑥𝑥2 ;𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2

+∞

−∞
𝑒𝑒𝑒𝑒
−𝑏𝑏𝑏𝑏
𝑥𝑥𝑥𝑥2𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 =

√𝑘𝑘𝑘𝑘
√𝑎𝑎𝑎𝑎

𝑒𝑒𝑒𝑒−2√𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 ,𝑏𝑏𝑏𝑏 > 0.

4- ℒ �ln 𝑥𝑥𝑥𝑥2 ; 𝑎𝑎𝑎𝑎 = 1
2𝜎𝜎𝜎𝜎2

� = √2𝑘𝑘𝑘𝑘𝜎𝜎𝜎𝜎
(ln𝜎𝜎𝜎𝜎2 − 𝜎𝜎𝜎𝜎 − ln 2).

5- � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
+∞

−∞
[� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑦𝑦𝑦𝑦2

+∞

−𝑥𝑥𝑥𝑥
]𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 =

𝑘𝑘𝑘𝑘
2√𝑎𝑎𝑎𝑎𝑏𝑏𝑏𝑏

, 𝑎𝑎𝑎𝑎, 𝑏𝑏𝑏𝑏 > 0.

We have
Theorem 1 If 𝑓𝑓𝑓𝑓 is defined and piecewise 

continuous on every finite inter-val on the 𝑥𝑥𝑥𝑥 −axis 
and satisfies the condition (2.2). Then the new 
integral transform ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) exists for 𝑎𝑎𝑎𝑎 >  𝑏𝑏𝑏𝑏.

Proof. Since 𝑓𝑓𝑓𝑓 is piecewise continuous and
𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) is integrable over any finite interval on 
the 𝑥𝑥𝑥𝑥 −axis 

|ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎)| =
=�� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2

∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥� ≤ � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2

∞

−∞
|𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)|𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 ≤

𝑀𝑀𝑀𝑀� 𝑒𝑒𝑒𝑒−(𝑎𝑎𝑎𝑎−𝑎𝑎𝑎𝑎)𝑥𝑥𝑥𝑥2
∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥.

From (No. (1)-Table 1), we have 
� 𝑒𝑒𝑒𝑒−(𝑎𝑎𝑎𝑎−𝑎𝑎𝑎𝑎)𝑥𝑥𝑥𝑥2∞

−∞
𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝜋𝜋𝜋𝜋

√𝑎𝑎𝑎𝑎−𝑎𝑎𝑎𝑎
.

Thus |ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎)| ≤ 𝑀𝑀𝑀𝑀 √𝜋𝜋𝜋𝜋
√𝑎𝑎𝑎𝑎−𝑎𝑎𝑎𝑎

,𝑎𝑎𝑎𝑎 > 𝑏𝑏𝑏𝑏.
It can be checked easily that the condition (2.2) 

holds. Indeed, if we choose, for example, 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) =
𝑥𝑥𝑥𝑥2𝑛𝑛𝑛𝑛, then from Maclaurin series that is, 𝑥𝑥𝑥𝑥2𝑛𝑛𝑛𝑛 < 𝑛𝑛𝑛𝑛! 𝑒𝑒𝑒𝑒𝑥𝑥𝑥𝑥2

and so on.
Theorem 2 Let ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) =

� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = ℬ(𝑎𝑎𝑎𝑎),𝑎𝑎𝑎𝑎 > 0, then

1- ℒ(𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = −𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎).

2- ℒ(𝑥𝑥𝑥𝑥𝑓𝑓𝑓𝑓′(𝑥𝑥𝑥𝑥);𝑎𝑎𝑎𝑎) = −[ℬ(𝑎𝑎𝑎𝑎) + 2𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎)].

3- ℒ(𝑓𝑓𝑓𝑓′′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = −2𝑎𝑎𝑎𝑎 �ℬ(𝑎𝑎𝑎𝑎) + 2𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎)�.

4- ℒ(𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓′′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎
�2𝑎𝑎𝑎𝑎 �ℬ(𝑎𝑎𝑎𝑎) +

2𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎)��.

5- ℒ(𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = ℬ(𝑎𝑎𝑎𝑎 − 𝑏𝑏𝑏𝑏),𝑎𝑎𝑎𝑎 > 𝑏𝑏𝑏𝑏
(Shifting Property).

6- 𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) = ℒ−1(ℬ(𝑎𝑎𝑎𝑎 − 𝑏𝑏𝑏𝑏)),𝑎𝑎𝑎𝑎 > 𝑏𝑏𝑏𝑏.
Property 2 holds if f is continuous on (−∞, ∞) and

satisfies the condition (2.2) and f ′ is piecewise 
continuous on every finite interval on (−∞, ∞).
Similarly, Property 3 holds if f and f ′ are continuous 
on (−∞, ∞) and satisfy (2.2) and f ′′ is piecewise 
continuous on every finite interval of (−∞, ∞).

Proof.
1- ℬ(𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2

∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥, 𝑎𝑎𝑎𝑎 > 0.

Differentiating ℬ(𝑎𝑎𝑎𝑎) under the integral sign with 
respect to the parameter 𝑎𝑎𝑎𝑎, we obtain 
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𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

= ℬ′(𝑎𝑎𝑎𝑎) = −� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 =

−ℒ(𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎).
2- Assume that 𝑓𝑓𝑓𝑓′(𝑥𝑥𝑥𝑥) is continuous on (−∞,∞).

Thus, ℒ(𝑥𝑥𝑥𝑥𝑓𝑓𝑓𝑓′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑥𝑥𝑥𝑥𝑓𝑓𝑓𝑓′(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥.

Since 𝑓𝑓𝑓𝑓 satisfies| 𝑓𝑓𝑓𝑓 (𝑥𝑥𝑥𝑥) | ≤  𝑀𝑀𝑀𝑀𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2, integration 
by parts yields

ℒ(𝑥𝑥𝑥𝑥𝑓𝑓𝑓𝑓′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = −� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 +

2𝑎𝑎𝑎𝑎� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥

The integrals ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) and ℒ(𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎); a)
exist for 𝑎𝑎𝑎𝑎 >  𝑏𝑏𝑏𝑏. So that ℒ(𝑥𝑥𝑥𝑥𝑓𝑓𝑓𝑓′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) exists for 𝑎𝑎𝑎𝑎 >
 𝑏𝑏𝑏𝑏. Using now ℬ(𝑎𝑎𝑎𝑎) = ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥);𝑎𝑎𝑎𝑎) and ℬ′(𝑎𝑎𝑎𝑎) =
−ℒ(𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) , we obtain the desired property.

If 𝑓𝑓𝑓𝑓′ is piecewise continuous on(−∞,∞). Then, 
the proof is similar.

3- Assume that 𝑓𝑓𝑓𝑓′′ is continues on (−∞,∞).
Thus, by Definition 1, we have ℒ(𝑓𝑓𝑓𝑓′′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) =
� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑓𝑓𝑓𝑓′′(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥.

Integration by parts yields

ℒ(𝑓𝑓𝑓𝑓′′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) = −2𝑎𝑎𝑎𝑎� 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥

+(2𝑎𝑎𝑎𝑎)2 � 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2
∞

−∞
𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥.

Since 𝑓𝑓𝑓𝑓 and 𝑓𝑓𝑓𝑓′ satisfy (2.2), the two integrals 
ℒ(𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎)and ℒ(𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎)exist for 𝑎𝑎𝑎𝑎 >  𝑏𝑏𝑏𝑏. So that 
ℒ(𝑓𝑓𝑓𝑓′′(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎) exists for a > b, and the proof is 
complete.

The proof of this for 𝑓𝑓𝑓𝑓′′ is piecewise continuous 
on (−∞, ∞) is similar.

4- Properties 4 follows simply from Definition 
1 and Property 3.

5-  ℒ�𝑒𝑒𝑒𝑒𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥); 𝑎𝑎𝑎𝑎� =

� 𝑒𝑒𝑒𝑒−(𝑎𝑎𝑎𝑎−𝑎𝑎𝑎𝑎)𝑥𝑥𝑥𝑥2
∞

−∞
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = ℬ(𝑎𝑎𝑎𝑎 − 𝑏𝑏𝑏𝑏),𝑎𝑎𝑎𝑎 > 𝑏𝑏𝑏𝑏.

In order to verify the accuracy of our present 
method, we present some elementary examples.

3 Applications: Solutions of linear second-
orders ODE

It is important to note a key difference in our 
approach before using this transformation. Unlike the
Laplace, this new integral transform transform 
focuses On expressing ℬ(𝑎𝑎𝑎𝑎) and its derivatives ℬ′(a), 
ℬ′′(a),… with respect to 𝑎𝑎𝑎𝑎 while dealing with the 
derivatives of functions. This is explained in 
Properties 1-6. Our approach works in general for 
finding one solution for the second-order differential 
equations by using the properties that govern this 

transform. Therefore, considering initial and 
boundary conditions at the first step is not necessary 
for any obtained solution.

It happens quite often that one solution can be 
found by this integral trans- form. Then a second 
linearly independent solution can be deduced by the 
method of reduction of order, which works easily in 
general. It is important to note that when using the 
new transform, the general solutions obtained should 
contain undetermined constants and these constants 
can be deter- mined by including the initial or 
boundary conditions that are given. To help 
understand this process, we provide some examples 
below:

3.1 Equation of free oscillations 

We begin by considering the linear equation for
free oscillations

𝑦𝑦𝑦𝑦′′ − 𝑤𝑤𝑤𝑤2𝑦𝑦𝑦𝑦 = 0,−∞ < 𝑥𝑥𝑥𝑥 < ∞,        (3.1)

Applying (2.3) to both sides of Eq.(3.1), we have

 ℒ(𝑦𝑦𝑦𝑦′′; 𝑎𝑎𝑎𝑎) − 𝑤𝑤𝑤𝑤2ℒ(𝑦𝑦𝑦𝑦; 𝑎𝑎𝑎𝑎) = 0           (3.2)

Using Definition 1 and Property 3, we obtain 

−2𝑎𝑎𝑎𝑎[ℬ(𝑎𝑎𝑎𝑎) + 2𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎)] −𝑤𝑤𝑤𝑤2ℬ(𝑎𝑎𝑎𝑎) = 0. (3.3)

Thus, 

(2𝑎𝑎𝑎𝑎)2 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) + (𝑤𝑤𝑤𝑤2 + 2𝑎𝑎𝑎𝑎)ℬ(𝑎𝑎𝑎𝑎) = 0. (3.4)

which is a linear first-order equation. Solving for ℬ,

we obtain ℬ(𝑎𝑎𝑎𝑎) = 𝐶𝐶𝐶𝐶
√𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒
𝑤𝑤𝑤𝑤2

4𝑎𝑎𝑎𝑎 , where 𝐶𝐶𝐶𝐶 is a constant of 

integration. Hence from Table 1, we have 𝑒𝑒𝑒𝑒±𝑤𝑤𝑤𝑤𝑥𝑥𝑥𝑥 =

ℒ−1 �√𝜋𝜋𝜋𝜋
√𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒
𝑤𝑤𝑤𝑤2

4𝑎𝑎𝑎𝑎�. Thus 𝑦𝑦𝑦𝑦1 = 𝐶𝐶𝐶𝐶1𝑒𝑒𝑒𝑒𝑤𝑤𝑤𝑤𝑥𝑥𝑥𝑥 and 𝑦𝑦𝑦𝑦2 = 𝐶𝐶𝐶𝐶1𝑒𝑒𝑒𝑒−𝑤𝑤𝑤𝑤𝑥𝑥𝑥𝑥,

where 𝐶𝐶𝐶𝐶1 =  𝐶𝐶𝐶𝐶
√𝜋𝜋𝜋𝜋

. Consequently the general solution is 
then given by 𝑦𝑦𝑦𝑦 =  𝐶𝐶𝐶𝐶1∗𝑒𝑒𝑒𝑒𝑤𝑤𝑤𝑤𝑥𝑥𝑥𝑥 + 𝐶𝐶𝐶𝐶2∗𝑒𝑒𝑒𝑒−𝑤𝑤𝑤𝑤𝑥𝑥𝑥𝑥 . The constants 
𝐶𝐶𝐶𝐶1∗ and 𝐶𝐶𝐶𝐶2∗ follow easily from the initial or boundary 
conditions of this equation.

3.2 Weber Equation

Consider the linear Weber equation

𝑦𝑦𝑦𝑦′′ − (𝑏𝑏𝑏𝑏2𝑥𝑥𝑥𝑥2 + 𝑏𝑏𝑏𝑏)𝑦𝑦𝑦𝑦 = 0,−∞ < 𝑥𝑥𝑥𝑥 < ∞, (3.5)
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which often arises in various applications. Applying 
(2.3) to both sides of Eq.(3.5), we have

ℒ(𝑦𝑦𝑦𝑦′′; 𝑎𝑎𝑎𝑎) − 𝑏𝑏𝑏𝑏2ℒ(𝑥𝑥𝑥𝑥2𝑦𝑦𝑦𝑦; 𝑎𝑎𝑎𝑎) − 𝑏𝑏𝑏𝑏ℒ(𝑦𝑦𝑦𝑦; 𝑎𝑎𝑎𝑎) = 0. (3.6)

Using Definition 1 and Properties 1 and 3, we 
obtain

−2𝑎𝑎𝑎𝑎[ℬ(𝑎𝑎𝑎𝑎) + 2𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎)] +.

+𝑏𝑏𝑏𝑏2 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) − 𝑏𝑏𝑏𝑏ℬ(𝑎𝑎𝑎𝑎) = 0              (3.7)
Thus, 

(𝑏𝑏𝑏𝑏2 − (2𝑎𝑎𝑎𝑎)2) 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) − (𝑏𝑏𝑏𝑏 + 2𝑎𝑎𝑎𝑎)ℬ(𝑎𝑎𝑎𝑎) = 0, (3.8)

which is a first-order linear equation. Solving for ℬ,
we obtain, ℬ(𝑎𝑎𝑎𝑎) = 𝐶𝐶𝐶𝐶

�𝑎𝑎𝑎𝑎−𝑏𝑏𝑏𝑏2

,𝑎𝑎𝑎𝑎 > 𝑎𝑎𝑎𝑎
2

, where 𝐶𝐶𝐶𝐶 is a 

constant of integration. Hence from shifting property, 

we obtain 𝑦𝑦𝑦𝑦1 =  𝐶𝐶𝐶𝐶1e
𝑏𝑏𝑏𝑏
2𝑥𝑥𝑥𝑥

2
,𝐶𝐶𝐶𝐶1 =  𝐶𝐶𝐶𝐶

√𝜋𝜋𝜋𝜋
 .The second 

independent solution 𝑦𝑦𝑦𝑦2 can be obtained by the 
method of reduction of order. Indeed, if one solution 
𝑦𝑦𝑦𝑦1 is known to the homogeneous linear ODE: 𝑦𝑦𝑦𝑦′′ +
 𝑝𝑝𝑝𝑝(𝑥𝑥𝑥𝑥)𝑦𝑦𝑦𝑦′ +  𝑞𝑞𝑞𝑞(𝑥𝑥𝑥𝑥)𝑦𝑦𝑦𝑦 =  0, then, 𝑦𝑦𝑦𝑦2 = ∫𝑈𝑈𝑈𝑈(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 where
𝑈𝑈𝑈𝑈(𝑥𝑥𝑥𝑥) = 1

𝑦𝑦𝑦𝑦12
𝑒𝑒𝑒𝑒−∫𝑝𝑝𝑝𝑝(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥.

So that the desired second solution of Weber 
equation

𝑦𝑦𝑦𝑦2 = 1
𝐶𝐶𝐶𝐶1
𝑒𝑒𝑒𝑒
𝑏𝑏𝑏𝑏
2𝑥𝑥𝑥𝑥

2
∫ 𝑒𝑒𝑒𝑒−𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥2𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = √𝜋𝜋𝜋𝜋

2𝐶𝐶𝐶𝐶1√𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒
𝑏𝑏𝑏𝑏
2𝑥𝑥𝑥𝑥

2
erf�√𝑏𝑏𝑏𝑏𝑥𝑥𝑥𝑥� . It 

follows that 𝑦𝑦𝑦𝑦1 and 𝑦𝑦𝑦𝑦2 form a basis of solutions. 
Hence, the general solution is obtained 𝑦𝑦𝑦𝑦 = 𝐶𝐶𝐶𝐶1∗𝑦𝑦𝑦𝑦1 +
𝐶𝐶𝐶𝐶2∗𝑦𝑦𝑦𝑦2 and the particular solution can be deduced from 
the general solution and the initial conditions or 
boundary conditions.

3.3 Euler-Cauchy Equation

Consider the linear Euler-Cauchy equation

𝑥𝑥𝑥𝑥2𝑦𝑦𝑦𝑦′′ + 𝑏𝑏𝑏𝑏𝑥𝑥𝑥𝑥𝑦𝑦𝑦𝑦′ + 𝑐𝑐𝑐𝑐𝑦𝑦𝑦𝑦 = 0,−∞ < 𝑥𝑥𝑥𝑥 < ∞. (3.9)

A simple application of (2.3) with Properties 2 
and 4 to both sides of Eq.(3.9) leads to

(2𝑎𝑎𝑎𝑎)2
𝑑𝑑𝑑𝑑2ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2

(𝑎𝑎𝑎𝑎) + (2𝑎𝑎𝑎𝑎)(5 − 𝑏𝑏𝑏𝑏)
𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) +
+(2 − 𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐)ℬ(𝑎𝑎𝑎𝑎) = 0.             (3.10)

Note that the Laplace and Sumudu transforms 
convert Eq. (3.9) into

 𝑖𝑖𝑖𝑖2𝑌𝑌𝑌𝑌′′(𝑖𝑖𝑖𝑖) + 𝑖𝑖𝑖𝑖(4 − 𝑏𝑏𝑏𝑏)𝑌𝑌𝑌𝑌′(𝑖𝑖𝑖𝑖) + (2 − 𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐)𝑌𝑌𝑌𝑌(𝑖𝑖𝑖𝑖) = 0 
and 𝑖𝑖𝑖𝑖2𝑌𝑌𝑌𝑌′′(𝑖𝑖𝑖𝑖) + 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖𝑌𝑌𝑌𝑌′(𝑖𝑖𝑖𝑖) + 𝑐𝑐𝑐𝑐𝑌𝑌𝑌𝑌(𝑖𝑖𝑖𝑖) = 0, respectively. 

If we assume that 2 −  𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐 =  0, that is 𝑏𝑏𝑏𝑏 =
 𝑐𝑐𝑐𝑐 + 2, then this integral transform takes the Euler-
Cauchy differential equation and turns it under a 
suitable condition on its coefficients into a first-order 
linear differential equation. Thus, Eq.(3.10) becomes
(2𝑎𝑎𝑎𝑎)2 𝑑𝑑𝑑𝑑

2ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2

(𝑎𝑎𝑎𝑎) + (2𝑎𝑎𝑎𝑎)(5 − 𝑏𝑏𝑏𝑏) 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) = 0. So the 
Sumudu transform is not a best choice for Euler-
Cauchy Equation. The solution is then simple

ℬ(𝑎𝑎𝑎𝑎) = 𝐶𝐶𝐶𝐶
𝑎𝑎𝑎𝑎−3

𝑎𝑎𝑎𝑎
𝑏𝑏𝑏𝑏−3
2 + 𝐷𝐷𝐷𝐷, where 𝐶𝐶𝐶𝐶 and 𝐷𝐷𝐷𝐷 are constants 

of integration. If we assume that 3 − 𝑏𝑏𝑏𝑏 =  2𝑛𝑛𝑛𝑛 +
1,𝑛𝑛𝑛𝑛 = 1,2, …, that is, 𝑏𝑏𝑏𝑏 =  2 − 2𝑛𝑛𝑛𝑛,
then ℬ(𝑎𝑎𝑎𝑎) = − 𝐶𝐶𝐶𝐶

2𝑛𝑛𝑛𝑛+1
1

𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛√𝑎𝑎𝑎𝑎
+ 𝐷𝐷𝐷𝐷. Using ℬ (a) →  0 as 

𝑎𝑎𝑎𝑎 → ∞ to get 𝐷𝐷𝐷𝐷 =  0. Hence, from Table 1, we 
obtain that 𝑦𝑦𝑦𝑦1 = 𝐶𝐶𝐶𝐶𝑛𝑛𝑛𝑛𝑥𝑥𝑥𝑥2𝑛𝑛𝑛𝑛 ,𝐶𝐶𝐶𝐶𝑛𝑛𝑛𝑛 = −  𝐶𝐶𝐶𝐶 4𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛!

√2 (2𝑛𝑛𝑛𝑛)!(2𝑛𝑛𝑛𝑛+1) ,𝑛𝑛𝑛𝑛 =
1,2, …, which is indeed a solution of the Cauchy-
Euler equation:

𝑥𝑥𝑥𝑥2𝑦𝑦𝑦𝑦′′ + 2(1 − 𝑛𝑛𝑛𝑛)𝑥𝑥𝑥𝑥𝑦𝑦𝑦𝑦′ − 2𝑛𝑛𝑛𝑛𝑦𝑦𝑦𝑦 = 0,.
−∞ < 𝑥𝑥𝑥𝑥 < ∞                       (3.11)

The second independent solution 𝑦𝑦𝑦𝑦2 can be also 
obtained by the method of reduction of order.

3.4 The associated Bessel Equation

Consider the linear associated Bessel equation

𝑥𝑥𝑥𝑥2𝑦𝑦𝑦𝑦′′ + 2(𝑚𝑚𝑚𝑚 + 1)𝑥𝑥𝑥𝑥𝑦𝑦𝑦𝑦′ +,
[𝑥𝑥𝑥𝑥2 − 𝑙𝑙𝑙𝑙(𝑙𝑙𝑙𝑙 + 2𝑚𝑚𝑚𝑚 + 1)]𝑦𝑦𝑦𝑦 = 0,−∞ < 𝑥𝑥𝑥𝑥 < ∞ (3.12)

where 𝑙𝑙𝑙𝑙 and 𝑚𝑚𝑚𝑚 are parameters. Applying (2.3) and 
using Properties 1, 2 and 4, we obtain

(2𝑎𝑎𝑎𝑎)2 𝑑𝑑𝑑𝑑
2ℬ

𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2
(𝑎𝑎𝑎𝑎) + (6𝑎𝑎𝑎𝑎 − 4𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 1) 𝑑𝑑𝑑𝑑ℬ

𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎
(𝑎𝑎𝑎𝑎) −.

[2𝑚𝑚𝑚𝑚 + 𝑙𝑙𝑙𝑙(𝑙𝑙𝑙𝑙 + 2𝑚𝑚𝑚𝑚 + 1)]ℬ(𝑎𝑎𝑎𝑎) = 0 (3.13) 

Proceeding as in Example 3, if we assume that 
2𝑚𝑚𝑚𝑚 +  𝑙𝑙𝑙𝑙(𝑙𝑙𝑙𝑙 +  2𝑚𝑚𝑚𝑚 +  1)  =  0, then, Eq.(3.21) can 
be converted into

(2𝑎𝑎𝑎𝑎)2 𝑑𝑑𝑑𝑑
2ℬ

𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎2
(𝑎𝑎𝑎𝑎) + (6𝑎𝑎𝑎𝑎 − 4𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 1) 𝑑𝑑𝑑𝑑ℬ

𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎
(𝑎𝑎𝑎𝑎) = 0. (3.14)

Hence
𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) = 𝐶𝐶𝐶𝐶

𝑎𝑎𝑎𝑎
3−2𝑚𝑚𝑚𝑚
2
𝑒𝑒𝑒𝑒−

1
4𝑎𝑎𝑎𝑎. As a specific 

example, let 𝑚𝑚𝑚𝑚 =  1. Thus 𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) = 𝐶𝐶𝐶𝐶
√𝑎𝑎𝑎𝑎
𝑒𝑒𝑒𝑒−

1
4𝑎𝑎𝑎𝑎. Using 
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Property 1: ℒ(𝑥𝑥𝑥𝑥2𝑦𝑦𝑦𝑦′′; 𝑎𝑎𝑎𝑎) = −𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

 and from Table 1, we 

immediately obtain 𝑦𝑦𝑦𝑦1 = 𝐶𝐶𝐶𝐶1
cos𝑥𝑥𝑥𝑥
𝑥𝑥𝑥𝑥2 , which is a solution 

to Eq. (3.12) when

𝑚𝑚𝑚𝑚 =  1 𝑎𝑎𝑎𝑎𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑙𝑙𝑙𝑙 =  1 𝑜𝑜𝑜𝑜𝑟𝑟𝑟𝑟 𝑙𝑙𝑙𝑙 =  2.

3.5 Other Equations

We would now like to examine other equations. 
Let

𝑥𝑥𝑥𝑥𝑦𝑦𝑦𝑦′ + 𝑦𝑦𝑦𝑦 = (𝑥𝑥𝑥𝑥2 + 1)𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ,−∞ < 𝑥𝑥𝑥𝑥 < ∞. (3.15)

Applying (2.3) to both sides of Eq.(3.15), we 

obtain, ℒ(𝑥𝑥𝑥𝑥𝑦𝑦𝑦𝑦′; 𝑎𝑎𝑎𝑎) + ℒ(𝑦𝑦𝑦𝑦; 𝑎𝑎𝑎𝑎) = ℒ �(𝑥𝑥𝑥𝑥2 + 1)𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎� .

(3.16)
Using Property 2 and Definition 1, we obtain

−�ℬ(𝑎𝑎𝑎𝑎) + 2𝑎𝑎𝑎𝑎
𝑛𝑛𝑛𝑛ℬ
𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎)� + ℬ(𝑎𝑎𝑎𝑎) =

= ℒ �(𝑥𝑥𝑥𝑥2 + 1)𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎�.             (3.17)

Since ℒ �(𝑥𝑥𝑥𝑥2 + 1)𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎� = ℒ �𝑥𝑥𝑥𝑥2𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎� +

ℒ �𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎�, ℒ �𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎� = √𝜋𝜋𝜋𝜋

�𝑎𝑎𝑎𝑎−12

and ℒ �𝑥𝑥𝑥𝑥2𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 ;𝑎𝑎𝑎𝑎� =

√𝜋𝜋𝜋𝜋
2

1

�𝑎𝑎𝑎𝑎−12��𝑎𝑎𝑎𝑎−
1
2

, where 𝑎𝑎𝑎𝑎 > 1
2
. We have

𝑑𝑑𝑑𝑑ℬ
𝑑𝑑𝑑𝑑𝑎𝑎𝑎𝑎

(𝑎𝑎𝑎𝑎) = −√𝜋𝜋𝜋𝜋
2

1

2𝑎𝑎𝑎𝑎�𝑎𝑎𝑎𝑎−12��𝑎𝑎𝑎𝑎−
1
2

− √𝜋𝜋𝜋𝜋

2𝑎𝑎𝑎𝑎�𝑎𝑎𝑎𝑎−12

,𝑎𝑎𝑎𝑎 > 1
2
. (3.18)

Solving for ℬ, we obtain

 ℬ(𝑎𝑎𝑎𝑎) = −
√𝑘𝑘𝑘𝑘
2
�

1

2𝑎𝑎𝑎𝑎 �𝑎𝑎𝑎𝑎 − 1
2��𝑎𝑎𝑎𝑎 −

1
2

𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 −

–√𝑘𝑘𝑘𝑘 ∫ 1

2𝑎𝑎𝑎𝑎�𝑎𝑎𝑎𝑎−12

𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎.             (3.19)

Since

∫ 1

2𝑎𝑎𝑎𝑎�𝑎𝑎𝑎𝑎−12

𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 =  √2 arctan (√2𝑎𝑎𝑎𝑎 − 1) (3.20)

And

∫ 1

2𝑎𝑎𝑎𝑎(𝑎𝑎𝑎𝑎−12)�𝑎𝑎𝑎𝑎−12

𝑛𝑛𝑛𝑛𝑎𝑎𝑎𝑎 =  −2
3
2arctan (√2𝑎𝑎𝑎𝑎 − 1). (3.21)

We have ℬ(𝑎𝑎𝑎𝑎) = √2𝜋𝜋𝜋𝜋
√2𝑎𝑎𝑎𝑎−1

+ 𝐶𝐶𝐶𝐶. Using ℬ(𝑎𝑎𝑎𝑎) →

0 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 𝑎𝑎𝑎𝑎 → ∞, to get ℬ(𝑎𝑎𝑎𝑎) = √𝜋𝜋𝜋𝜋

�𝑎𝑎𝑎𝑎−12

.

It follows that, from Table 1, 𝑦𝑦𝑦𝑦1(𝑥𝑥𝑥𝑥)  = 𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 .
Consequently, the general solution to this equation is 
construct as the sum of 𝑦𝑦𝑦𝑦1 and 𝑧𝑧𝑧𝑧, where 𝑧𝑧𝑧𝑧 is the 
general solution to the corresponding homogeneous 

𝑥𝑥𝑥𝑥𝑦𝑦𝑦𝑦′ +  𝑦𝑦𝑦𝑦 =  0. Hence 𝑦𝑦𝑦𝑦(𝑥𝑥𝑥𝑥) = 𝑒𝑒𝑒𝑒
𝑥𝑥𝑥𝑥2

2 + 𝐶𝐶𝐶𝐶
𝑥𝑥𝑥𝑥

and the 
constant 𝐶𝐶𝐶𝐶 can be determined from the IC 𝑦𝑦𝑦𝑦(𝑥𝑥𝑥𝑥0) =
 𝛼𝛼𝛼𝛼, 𝑥𝑥𝑥𝑥0 ≠ 0. 

4 Conclusion

This new integral transform has been 
demonstrated to provide accurate and computable 
solutions for a wide class of linear second-order 
differential equa- tions with variable coefficients 
such as Euler-Cauchy Equation, Weber’s equa- tion 
and Bessel’s equation. This integral transform takes 
a differential equation and turns it into a first-order 
linear differential equation, which is simpler than the 
given second-order and can be easily solved, 
applying the inverse transform gives us our desired 
solution. But sometimes the application of this 
integral transform gives a second-order ODE with 
variable coefficients, and this will show that the 
present method works well only under suitable 
conditions on the coefficients of this ODE.
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Introduction

One of the most astonishing predictions of 
Einstein's equations corresponds to the final state of 
the gravitational collapse of a massive star: a Black 
Hole. These enigmatic objects, characterized by their 
intense gravitational fields from which not even light 
can escape, are described by solutions to Einstein's 
field equations, known as metrics. The 
Schwarzschild metric, for example, describes a non-
rotating black hole [1], while the Kerr metric 
accounts for one that rotates [2]. These metrics play 
a crucial role in understanding the spacetime 
curvature around black holes and the resultant 
phenomena such as gravitational lensing.

A monumental achievement in the observation of 
black holes was made by the Event Horizon 
Telescope (EHT) collaboration, which captured the 
first-ever image of a supermassive black hole located 

at the center of the galaxy M87 [3]. This historic 
image, showing the shadow of the black hole 
surrounded by a ring of light distorted by its massive 
gravitational field, provides unprecedented direct 
visual evidence of a black hole's existence, and offers 
a profound confirmation of general relativity in the 
strong gravity regime. The EHT's success not only 
marks a significant milestone in observational 
astronomy but also highlights the critical role of 
simulations in interpreting the bending of light and 
the structure of the space around black holes.

Furthermore, the EHT has also studied the 
supermassive black hole at the center of our own 
Milky Way galaxy, known as Sagittarius A* (Sgr 
A*). Recent observations have similarly captured the 
shadow of Sgr A*, providing additional invaluable 
data that reinforces our understanding of black hole 
environments and the behavior of light in intense 
gravitational fields [4]. These studies of both M87 
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and Sgr A* enhance our comparative understanding 
of black hole dynamics and continue to validate the 
theoretical frameworks underpinning general 
relativity.

There are various methods to simulate the lensing 
effects caused by massive objects like black holes [5].
One such method is the back ray tracing method [6],
which effectively reverses the path of light from the 
observer to the source through the curved spacetime 
around a massive object. This method allows for the 
accurate simulation of the bending of light as it passes 
near a massive object, providing insights into the 
observable phenomena associated with gravitational 
lensing.

In this work, we will focus on accelerating the 
computation of the lensing effect, which utilizes the 
back ray tracing method, by leveraging the parallel 
processing capabilities of GPUs. The use of GPUs for 
such simulations represents a significant 
advancement over traditional CPU-based 
computations, allowing for a substantial increase in 
computational efficiency and speed. By employing 
simple tools available in Python, we aim to 
demonstrate the feasibility and benefits of using GPU 
acceleration for the simulation of gravitational 
lensing effects, offering a more accessible and 
efficient approach for researchers and enthusiasts in 
the field of astrophysics. 

Models

Schwarzschild Black Hole
A Schwarzschild black hole represents the 

simplest type of black hole, which is non-rotating and 
spherically symmetric [1]. We choose to focus on the 
Schwarzschild metric for this study because it offers 
the simplest model to illustrate our goals, allowing 
for a clear understanding of the fundamental 
principles without the complexities introduced by 
rotation or charge. It is described by the 
Schwarzschild metric, a solution to Einstein's field 
equations in general relativity. The Schwarzschild 
metric is given by the following equation in spherical 
coordinates (𝑡𝑡𝑡𝑡, 𝑟𝑟𝑟𝑟,𝜃𝜃𝜃𝜃,𝜑𝜑𝜑𝜑)

𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠2 = −�1 −
2𝐺𝐺𝐺𝐺𝑀𝑀𝑀𝑀
𝑐𝑐𝑐𝑐2𝑟𝑟𝑟𝑟

� 𝑐𝑐𝑐𝑐2𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡2 +
1

1 − 2𝐺𝐺𝐺𝐺𝑀𝑀𝑀𝑀
𝑐𝑐𝑐𝑐2𝑟𝑟𝑟𝑟

𝑑𝑑𝑑𝑑𝑟𝑟𝑟𝑟2 +

+𝑟𝑟𝑟𝑟2𝑑𝑑𝑑𝑑𝜃𝜃𝜃𝜃2 + 𝑟𝑟𝑟𝑟2 sin2 𝜃𝜃𝜃𝜃 𝑑𝑑𝑑𝑑𝜑𝜑𝜑𝜑2                   (1) 

where 𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠2 is the spacetime interval, 𝐺𝐺𝐺𝐺 is the 
gravitational constant, 𝑀𝑀𝑀𝑀 is the mass of the black 

hole, c is the speed of light, and 𝑟𝑟𝑟𝑟,𝜃𝜃𝜃𝜃,𝜙𝜙𝜙𝜙 are the radial, 
polar, and azimuthal coordinates, respectively. The 
term 2𝐺𝐺𝐺𝐺𝑀𝑀𝑀𝑀/𝑐𝑐𝑐𝑐2 represents the Schwarzschild radius, 
beyond which spacetime is significantly curved by 
the mass of the black hole. Further, we will assume 
𝐺𝐺𝐺𝐺 = 𝑐𝑐𝑐𝑐 = 1, as is commonly accepted in the GR.

The equation of motion for light, or photons, 
moving in the vicinity of a Schwarzschild black hole 
can be derived from the Schwarzschild metric. In 
context of the energy 𝐸𝐸𝐸𝐸 and the angular momentum 𝐿𝐿𝐿𝐿
the equation of motion can be written as [7]:

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝑣𝑣𝑣𝑣𝑑𝑑𝑑𝑑                                (2.1) 

�̈�𝑟𝑟𝑟 = −[
𝑀𝑀𝑀𝑀

𝑟𝑟𝑟𝑟2 − 2𝑀𝑀𝑀𝑀
𝐸𝐸𝐸𝐸2 +

𝑀𝑀𝑀𝑀
2𝑀𝑀𝑀𝑀𝑟𝑟𝑟𝑟 − 𝑟𝑟𝑟𝑟2

�̇�𝑟𝑟𝑟2 +

+(2𝑀𝑀𝑀𝑀 − 𝑟𝑟𝑟𝑟)�̇�𝜃𝜃𝜃2 + 2𝑀𝑀𝑀𝑀−𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑4 sin2 𝜃𝜃𝜃𝜃

𝐿𝐿𝐿𝐿2]            (2.2) 

𝑑𝑑𝑑𝑑𝜃𝜃𝜃𝜃
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝑣𝑣𝑣𝑣𝜃𝜃𝜃𝜃                              (2.3) 
 

�̈�𝜃𝜃𝜃 = −2
𝑑𝑑𝑑𝑑
�̇�𝑟𝑟𝑟�̇�𝜃𝜃𝜃 + cos𝜃𝜃𝜃𝜃

𝑑𝑑𝑑𝑑4 sin3 𝜃𝜃𝜃𝜃
𝐿𝐿𝐿𝐿2                   (2.4) 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝐿𝐿𝐿𝐿
𝑑𝑑𝑑𝑑2 sin2 𝜃𝜃𝜃𝜃

                             (2.5) 

These five equations form the basis for 
implementing the back ray tracing method, where 𝑣𝑣𝑣𝑣𝑑𝑑𝑑𝑑
and 𝑣𝑣𝑣𝑣𝜃𝜃𝜃𝜃 represent the velocity components 𝑟𝑟𝑟𝑟 and 𝜃𝜃𝜃𝜃
directions, respectively. 𝐸𝐸𝐸𝐸 denotes energy, and 𝐿𝐿𝐿𝐿
denotes angular momentum, both of which are given 
in the form [8].

𝐸𝐸𝐸𝐸 = �−𝑔𝑔𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡                             (3) 

𝐿𝐿𝐿𝐿 = 𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑                                  (4) 

Back ray tracing
In contrast to natural lensing image generation, 

there is a noticeable difference when the lensing 
image is generated computationally. One of the most 
effective methods of generating this process using 
computational means is the back ray tracing method, 
the essence of which is the propagation of photons 
back in time from the observer to the source of 
gravity.

To obtain the lensing image of a black hole using 
the back ray tracing method, we position our black 
hole model at the origin (see Figure 1a) within 
Minkowski spacetime and encircle it with a virtual 
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background sphere, colored in four colors: red, green, 
yellow, and blue. The observer is located inside this 
background sphere and looks towards the exact point 
where all four colors intersect. In the absence of a 
black hole, the observer would see a picture as 
depicted in Figure 1b.

Consider two local coordinate systems: (𝑥𝑥𝑥𝑥,𝑦𝑦𝑦𝑦, 𝑧𝑧𝑧𝑧) and 
(𝑟𝑟𝑟𝑟,𝜃𝜃𝜃𝜃,𝜑𝜑𝜑𝜑). The first system is associated with the observer, 
and the second with the black hole. In this setup, the 
𝑧𝑧𝑧𝑧 −axis is directed towards the black hole. At the point 
𝑧𝑧𝑧𝑧 =  0 , there is an observer whose coordinates in the 
black hole’s reference frame are (𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂,𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂,𝜑𝜑𝜑𝜑𝑂𝑂𝑂𝑂).

Figure 1a – Schematics of the mapping
of Black Hole and observer

Figure 1b – Grid representing the background sphere
in flat spacetime

Because the geodesic equations for light rays are 
represented in Schwarzschild metric coordinates 
(𝑟𝑟𝑟𝑟,𝜃𝜃𝜃𝜃,𝜑𝜑𝜑𝜑), it is necessary to convert the initial 
conditions of the light ray on the image plane. This 
transformation can be done using expressions (5.1) –
(5.6). More details about these expressions can be 
found in the work [9-12]:

𝑟𝑟𝑟𝑟(0) = �𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂2 + 𝑥𝑥𝑥𝑥2 + 𝑦𝑦𝑦𝑦2                   (5.1) 

𝜃𝜃𝜃𝜃(0) = cos−1 �𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 cos𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂+𝑦𝑦𝑦𝑦 sin𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂 
𝑑𝑑𝑑𝑑(0)

�           (5.2) 

𝜑𝜑𝜑𝜑(0) =
=  tan−1 �(𝑦𝑦𝑦𝑦 cos𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂−𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 sin 𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂)𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂−𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑠𝑠𝑠𝑠𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 

(𝑦𝑦𝑦𝑦 cos𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂−𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 sin𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂)𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑠𝑠𝑠𝑠𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂−𝑥𝑥𝑥𝑥𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂
�     (5.3) 

 

and the initial tangent vector (�̇�𝑥𝑥𝑥, �̇�𝑦𝑦𝑦, �̇�𝑧𝑧𝑧) ≈ (0,0,1) is 
translated into

�̇�𝑟𝑟𝑟(0) = − 𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂
𝑑𝑑𝑑𝑑(0)                                 (5.4) 

�̇�𝜃𝜃𝜃(0) = �𝑥𝑥𝑥𝑥2+𝑦𝑦𝑦𝑦2� cos𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂−𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 sin𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂 
𝑑𝑑𝑑𝑑2(0)�𝑥𝑥𝑥𝑥2+(𝑦𝑦𝑦𝑦 cos𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂−𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 sin𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂)2

        (5.5) 

�̇�𝜑𝜑𝜑(0) = 𝑥𝑥𝑥𝑥 sin𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂 
𝑥𝑥𝑥𝑥2+(𝑦𝑦𝑦𝑦 cos𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂−𝑑𝑑𝑑𝑑𝑂𝑂𝑂𝑂 sin2 𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂)

              (5.6) 

Thus, by discretizing the observer plane and 
numerically solving equations (2.1)-(2.5) for each 
cell (𝑥𝑥𝑥𝑥𝑠𝑠𝑠𝑠 ,𝑦𝑦𝑦𝑦𝑠𝑠𝑠𝑠) considering the initial conditions (5.1)-
(5.6), we obtain the image of the black hole as shown 
in Figure 2. The massive computations are performed 
by Runge-Kutta-4 method.
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Figure 2 – Creating an image of a black hole's lensing effect from the viewpoint
of a distant observer requires tracing the paths of light rays backward 

to each pixel on the observer's image plane

Figure 3 – Lensing of Schwarzschild Black Hole 
with mass 𝑀𝑀𝑀𝑀 =  1. The observer is at initial position

𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂  =  15, in the equatorial plane (𝜃𝜃𝜃𝜃𝑂𝑂𝑂𝑂 = 𝜋𝜋𝜋𝜋/2). 
The background sphere is at 𝑟𝑟𝑟𝑟 =  30.

The image contains 1000 × 1000 cells.
(𝐺𝐺𝐺𝐺 = 𝑐𝑐𝑐𝑐 = 1, geometric units)

As anticipated, the shadow depicted in figure 3 
forms a precise circle, reflecting the spherical 
symmetry characteristic of the Schwarzschild Black 
Hole. It's crucial to highlight several aspects of the 
image [13].

• Photons associated with large absolute values 
of 𝑥𝑥𝑥𝑥 and 𝑦𝑦𝑦𝑦 are considered direct photons. This means 
they do not circumnavigate the Black Hole on their 
way to the background. Additionally, the further we 

move away from the Black Hole, the more the 
spacetime resembles Minkowski spacetime.

• In addition to the shadow, examining Figure 3 
reveals two distinct areas (an inner and an outer 
zone). The inner zone is associated with photons that 
have circled the Black Hole once.

• Should there be a white spot in the background 
image, as depicted in Figure 1a, the act of lensing 
would result in the creation of an Einstein ring. This 
ring would precisely align at the boundary separating 
the inner and outer zones mentioned previously

Results and Discussion

Acceleration by python tools
Here, we will examine the code's flowchart for 

obtaining the image of a lensing object and discuss 
modifying this code to run on a graphics processing 
unit (GPU) using the Numba package.

First, let's look at the flowchart of the code 
designed to run on a CPU (see Figure 4). As 
illustrated in Figure 4, the program is structured as 
follows: it begins with the initialization of input 
parameters, then calculates the components of the 
metric tensor (in our case, the Schwarzschild metric). 
Following this, a ray is launched from each cell on 
the observer's plane in the reverse direction with 
unique initial conditions, and the ray's position is 
calculated at each step until it either enters the event 
horizon area or leaves the outer sphere. The history 
of each ray is calculated sequentially, one after 
another. After determining the history of all rays, the 
image is formed.
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Figure 4 – A simplified block diagram representing 
the flow and functionalities of the code running on the CPU

From the flowchart presented, it becomes 
immediately clear that this task is highly suited for 
parallel computation since it is evident that tracking 
the history of each ray in parallel, rather than waiting 
for the completion of the previous one, is the most 
efficient approach. The easiest way to implement this 
is to use the Numba library [14]. Numba is a just-in-
time compiler that accelerates Python code, 
especially for numerical computations, by converting 
it to machine-level code. It supports both CPU and 
GPU execution, making it ideal for parallel 
computing tasks. With Numba, developers can 
achieve significant performance improvements 
without major changes to their existing Python code, 
leveraging the power of GPUs for faster data 
processing and analysis. To parallelize the code and 
run it on a graphics processor using the Numba 
library, it suffices to add the 
@jit(target_backend='cuda') decorator to all 
functions where calculations are performed relative 

to a given ray. As a result, we obtain code designed 
for execution on a graphics processor, the flowchart 
of which is presented in Figure 5.

Next, we will present a graph comparing the 
computational time of the code executed on a CPU 
versus the code executed on a GPU using the Numba 
package.

The comparison plot (Fig. 6) shows that the 
calculation time of the original (non-parallel) method 
shows a linear increase on a logarithmic scale, 
indicating a power law relationship between grid size 
and calculation time. In contrast, the modified 
method using CUDA shows a nonlinear increase. 
This nonlinearity arises from the overhead associated 
with parallel processing and memory management on 
the GPU. As grid size increases, the benefits of 
parallelization become more pronounced, but the
initial overhead and complexity of managing large 
data sets across multiple cores results in a nonlinear 
trend in computational efficiency.
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Figure 5 – A modified block diagram representing
the flow and functionalities of the code running on the GPU

Figure 6 – The graph illustrates the comparison of computation time between
the original (non-parallel) and modified (CUDA-parallel) methods when increasing

the grid size from 10x10 to 1000x1000. Here both axes are presented on a logarithmic scale
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Conclusion

Our study highlights the considerable 
computational benefits of applying GPU acceleration 
with the Numba library for gravitational lensing 
simulations. By transitioning from CPU to GPU 
execution, we noted a significant reduction in 
computation time, especially for larger grid sizes, 
underscoring the efficiency of parallel processing. 
The use of Numba stands out as the simplest method 
for parallelizing Python code to run on a GPU, 
offering a straightforward path to enhance simulation 
speed. This technique not only renders complex 
simulations more accessible but also paves the way 

for broader and more detailed astrophysical studies.
In the future, we plan to consider various quadrupolar 
space-times, both static [15-21] and stationary [22] 
and in this case, using the GPU for calculations will 
be even more time efficient, since in this scenario the 
geodesy equations become more complex and require 
more computational time in the context of a single 
light beam.
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Radiative characteristics of accretion disks around rotating regular black holes

Abstract. Our research focuses on examining the characteristics of thin accretion disks encircling rotating 
regular black holes. In this study, we investigate the important features of accretion disks surrounding 
Bardeen's regular black holes, which play a crucial role in addressing the singularity issue. The horizon 
configuration of rotating Bardeen black holes is analyzed in details, as well as the innermost stable circular 
orbits related to this spacetime. The primary goal is to derive quantitively the radiative flux, differential and
spectral luminosities of the accretion disk. Within the specified gravitational field, particularly, by taking the 
parameter *

0 0r > and fixing the 0.2j = , our findings show that the corresponding accretion disk’s luminosity
exceeds that one predicted by the Kerr metric at identical value of spin parameter ( 0.2j = ). Making the 

juxtaposition of Bardeen’s black hole parameter *
0r with the spin parameter j of the Kerr black hole we reveal 

that the spacetime corresponding to the non-rotating Bardeen black holes, in some certain cases, can imitate
the Kerr spacetime.

Key words: rotating Bardeen spacetime, angular velocity, angular momentum, energy and radiative flux.

Introduction

One of general relativity’s (GR) most intriguing 
predictions is the existence of black holes (BHs). 
Many observational data points available to us now 
support the presence of BHs in the universe [1, 2]. 
The existence of BHs in the universe has been 
overwhelmingly confirmed, and a new era of 
astronomical detection has begun with the inaugural 
detection of gravitational waves (GWs) originating 
from the binary BHs coalescence [3, 4] and the first 
images of the M87* and SgrA* shadows [1, 2]. 
Nevertheless, the interpretation of observations does 
not exclude alternative models of gravity.

A class of BHs with coordinate singularities 
(horizons) but without true singularities throughout 
spacetime are called regular black holes (RBHs). In 
most circumstances, determining a RBH often refers 
to a spacetime with finite curvature invariants 
everywhere, especially at the center of the BH [5, 6].

One of early goals for searching for RBH models 
was to eliminate spacetime singularities. Over the 
past few years, there has been a significant interest 
among scientists in singularity-free models of RBHs 
[7–10]. These models have gained attention because 
they offer an alternative to the complex causal 
structures that are inherent in BHs as predicted by 
GR.

Bardeen introduced the initial version of RBHs, 
now known as Bardeen BHs, by substituting the mass 
of Schwarzschild BHs with a function that depends 
on the radial distance. This modification eliminates 
the singularity of the Kretschmann scalar in the 
Bardeen BH. Additionally, the core of this BH 
exhibits de Sitter characteristics, meaning that the 
Ricci curvature is positive near the center of the BH 
[11]. Subsequently to this, several additional models 
for RBHs have been proposed in the literature [12–
17]. It can be readily demonstrated that all of these 
alternative models for RBHs violate the strong 
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energy condition, thereby potentially challenging the 
singularity theorems. The effects of static Bardeen 
and Hayward RBHs on the spectral luminosity of 
accretion disks has been the subject of recent 
investigations, which have shown that these BHs 
behave differently from what is predicted for 
Schwarzschild and Kerr BHs [18].

Furthermore, the spectral and thermodynamic 
characteristics of accretion disks surrounding 
rotating Hayward BHs were studied by some of us in 
Ref. [19]. Additionally, employing the Hartle-Thorne
geometry, we have analyzed the motion of test 
particles moving in circular orbits [20].

Motivated by the arguments stated above about 
RBHs, by examining the emission spectrum of the 
accretion disks, we set a goal to discern between 
rotating regular BHs and Kerr ones. The Novikov, 
Page, and Thorne models have been used to assess
the properties of an accretion disk.

The paper is structured as follows: In Section II, 
we outline the key features of rotating RBHs and 
provide with the results concerning the motion of test 
particles in orbits encircled by accretion disks. In 
Section III, the thin accretion disk formalism is 
applied to considered model of RBHs. Lastly, our 
findings are discussed in Section V. Throughout the 
article, we adopt geometric units, where 1G c= = .

Bardeen regular black holes
The solution considered here is constructed on 

the basis of a mass function of the following form:

0( ) 1

p
q qrm r M

r

−
  = +  

   
.            (1)

The objective is to guarantee that the spacetime
exhibits asymptotically flat behavior for positive 
values of p and q under static conditions. Prior 
research has indicated that such static solutions for 
RBHs can arise from a theory involving the coupling 
of nonlinear electrodynamics with gravity [21–23].
In this framework, M and r0 denote the parameters 
for mass and length, respectively. The particular 
selections of 3p q= = and 3p = , 2q =
correspond to Hayward [16] and Bardeen [11, 24] 
(BHs). Moreover, opting for 3p ≥ guarantees the 
smoothness of the geometry in the central region of 
static RBHs.

Upon deriving the aforementioned mass function, 
the more general line element, which accounts for the 
cosmological constant Λ and the Kerr rotation
parameter will take the subsequent form in Boyer-
Lindquist coordinates:
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here a is the parameter of Kerr associated with the 
source’s angular momentum. The metric (2) reduces
to the Kerr solution when both Λ and 0r are 
vanishing. Hereafter, we will consider the Bardeen 
rotating RBH for simplicity, i.e. with 3p = , 2q = ,
besides, without the cosmological constant, 0Λ = .

In Ref. [25], the authors investigated the event 
horizon of a rotating Bardeen BH surrounded by ideal 
liquid dark matter, and the BH as a particle 
accelerator. Also, the structure of the horizon and 
ergosphere in a rotating regular Bardeen BH was 
studied in Ref. [26].

The rotating Bardeen solution comprises inner 
and outer horizons, which are useful for defining the 
accretion disk’s features and the values of j and 𝑟𝑟𝑟𝑟0∗.
The condition 1 0rrg = allows one to determine the 
horizons of rotating Bardeen BHs. The condition 
produces 10 roots, but only 4 of them are physically 
significant; the other 6 are not. The inner and outer 
horizons for Bardeen and Kerr BHs are given by two 
equations. Here, for rotating Bardeen BHs the outer 
and inner horizons are each given by two equations. 
The graphical representation of the inner and outer 



59Ye. Kurmanov et al.

International Journal of Mathematics and Physics 15, №1 (2024)                                         Int. j. math. phys. (Online)

horizons as functions of 𝑟𝑟𝑟𝑟0∗ and j a M= for rotating 
Bardeen BHs are shown in Figs. 1, 2, 3 and 4. In the 
limiting case, for vanishing j the horizon of the 
Bardeen BH is depicted by Fig. 3. Instead for 
vanishing 𝑟𝑟𝑟𝑟0∗ the horizon of the Kerr metric is 
described by Figs. 1 and 2.

Another straightforward representation of the 
horizons can be found using the same condition 
1 0rrg = , but here one should calculate 𝑟𝑟𝑟𝑟0∗ instead 

of hr M . In this case, we obtain two roots for 𝑟𝑟𝑟𝑟0∗

and keep only the positive one. The inner horizon 
hr M ranges from 0 to ~1 and the outer horizon 

varies from ~1 to 2 in analogy to Figs. 1, 2 and 3. The 
contours of fixed horizons are illustrated as functions 
of 𝑟𝑟𝑟𝑟0∗ and j a M= in Fig. 4. It turned out, that 
rotating Bardeen BHs indeed possess the two 
horizons as expected and there is no contradictions,
which seem to appear in Figs. 1, 2 and 3.

Figure 1 – Contour plots of the rotating Bardeen black hole's inner horizon positions 

as a function of the spin j a M= and deformation
*
0 0r r M= parameters. 

The numbers in the contours indicate the horizon radius normalized by the mass r Mh

Figure 2 – Contour plots of the rotating Bardeen black hole's outer horizon positions as a function 

of j a M= and 
*
0 0r r M= . The numbers in the contours indicate the horizon radius normalized 

by the mass r Mh
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Figure 3 – Contour plots of the rotating Bardeen BH’s inner (left panel) and outer (right panel) 

horizon positions as a function of j a M= and 
*
0 0r r M= .

Contours indicate fixed values of hr M in analogy to Figs. 1 and 2

Figure 4 – Contour plots depict the positions of the inner (on the left panel) and outer (on the right panel) horizons of the rotating 

Bardeen BH depending on j a M= and 
*
0 0r r M= . The contours represent constant values of hr M

Circular orbits for massive test particles in the 
field of rotating Bardeen regular black holes

The angular velocity of test particles is obtained
as follows:

( ) ( )
( )

2 2 2 2 2 2 5/42 2 ( )0 0 0

2 2 2 2 2 5/22 ( )0 0

aM r r M r r r r

a M r r r r

− − − +
Ω =

− − +
, (5)

where 0a > ( 0a < ) is the parameter related to the
co-rotating (counterrotating) particles towards the 
BH’s rotation direction. 

Subsequently, the radial profiles for the angular 
momentum L and specific energy E are determined 
with the following expressions:
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where 

2 2 3/2
0( ) ( )K K r r r= = + ,                 (7)

22N Mr= ,                             (8)

П K N+ = + ,                             (9)

П K N− = − .                            (10)

The above expressions for angular momentum 
and specific energy are characterized by the RBH
solution parameters, a and r0, which fix the constants 
of motion at any given distance. Further, for the 
convenience of our analysis, dimensionless quantities 
are introduced, denoted as *( ) ( )r M rΩ = Ω ,

*( ) ( )L r L r M= , *( ) ( )E r E r= and *
0 0r r M= .

In Ref. [19] the behaviors of *,Ω *L and *E are 
illustrated for Kerr BHs. As predicted, deviations 
from the Schwarzschild solution become more 
significant close to the BH (at smaller radial 
distance).

Massive test particles moving in the gravitational 
field of a compact object can have an innermost 
stable circular orbit (ISCO). The radius of the ISCO, 
denoted as ISCOr , commonly marks the boundary of 
the accretion disk. This boundary is crucial as it 
signifies the closest stable orbit around the BH where 
matter can orbit without being drawn into it. Its 
specific numerical value is determined by various 
parameters that describe the gravity source, such as 
the mass, mass multipoles, angular momentum, 
charges and other parameters. The significance of the 
ISCO lies in its paramount role in the study of 
astrophysical compact objects. To make the 
constraints about the values for the source 
parameters, researchers can estimate the ISCO by 
studying the behavior of accretion disks. For 

instance, in the case of a Kerr BH, an estimation of 
the angular momentum may be obtained using an 
ISCO measurement, if an independent mass measure 
is available. The ISCOr is determined by the 

condition 0dL dr = [27]. The ISCOr for the Kerr 
spacetime is determined in Ref. [28]. However, the

ISCOr for Bardeen BHs cannot be obtained 

analytically. Consequently, the value of ISCOr has 
been computed only numerically.

Figure 5 – The ISCOr for the Bardeen BH versus 𝑟𝑟𝑟𝑟0∗ in 

comparison to the ISCOr for the Kerr BH versus j. The shaded 

region shows the degeneracy in ISCOr
for both Bardeen and Kerr spacetimes

Figure 6 – Degeneracy in the ISCOr values between the 
Bardeen and Kerr spacetimes. 

This curve proves that the Bardeen BHs may mimic the Kerr 
BHs in particular cases.
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Fig 5 depicts the ISCOr in the Bardeen spacetime 

versus 𝑟𝑟𝑟𝑟0∗ in comparison to the ISCOr of the Kerr 
metric versus dimensionless angular momentum j.
The red and blue solid curves display the dependence 
of the ISCOr versus j, 𝑟𝑟𝑟𝑟0∗ for Bardeen and Kerr BHs, 
respectively. The horizontal solid gray line and the 
shaded region show when ISCOr is equal for both 
Bardeen and Kerr spacetimes. Thus, we may 
conclude that 𝑟𝑟𝑟𝑟0∗ of the Bardeen BH can mimic j of 
the Kerr BH up to 3.5j  . The degeneracy of the 

rISCO in the Bardeen spacetime versus 𝑟𝑟𝑟𝑟0∗ and that one 
for the Kerr metric as a function of j is displayed in 
the Fig. 6.

Thin accretion disk spectra
We employ the well-known formalism outlined 

in the pioneering works of Page and Thorne, and 
Novikov and Thorne [29, 30]. Our goal is to 
understand the dynamics of the accretion disk 
surrounding spinning RBHs, using numerical 
analysis.

The radiative flux  is determined as follows:

( )
ISCO

,
,2

m ( )
4 ( )

rr
rr

r E L L dr
g E Lπ

Ω
= − −Ω

− −Ω ∫ 



 ,                                     (11)

where m is the mass accretion rate and

( )2
rr tt tg g g g gϕϕ ϕ− = − − .

In this context, the assumption of an accretion 
disk in thermodynamic equilibrium is another crucial 
approximation. On this supposition, it is possible to 
describe the radiation coming from the disk itself as 
isotropic radiation from a black body. It is possible to 
compute the temperature related to this radiation by 
applying the Stefan-Boltzmann formula

( ) 4r Tσ ∗= ,                      (12)
here the radiative flux, which is a function of radial 
distance and denoted by ( )r and σ is the Stefan-
Boltzmann constant.

The differential luminosity 𝑑𝑑𝑑𝑑ℒ∞
𝑑𝑑𝑑𝑑ln𝑟𝑟𝑟𝑟

can be calculated 
from the flux  using the following relationship

𝑑𝑑𝑑𝑑ℒ∞
𝑑𝑑𝑑𝑑ln𝑟𝑟𝑟𝑟

= 4𝜋𝜋𝜋𝜋𝑟𝑟𝑟𝑟�−𝑔𝑔𝑔𝑔𝐸𝐸𝐸𝐸ℱ (𝑟𝑟𝑟𝑟).                  (13)

Radiation released by the accretion disk at a 
certain distance r is described by the differential 
luminosity and the radiative flux. In real-world 
observations, the frequency and the spectral 
distribution are physically quantifiable variables and 
prove to be easier to measure.

The spectral luminosity ,v ∞ is defined as 
follows:

,
4

3 2 *1/4
60 ( )

exp[ / ] 1ISCO

v
t

tr
T

v

gE u y dr
M u yπ

∞

∞

=

−
=

−∫




, (14)

here *y h kTν= , with h , k and ν representing 
the Planck’s constant, Boltzmann constant and 
frequency at which the radiation is emitted. Given the 
above, tu can be defined as

2

1( )
2

t

tt t

u r
g g gϕ ϕϕ

=
− − Ω −Ω

.           (15)

Results and discussion

Figs. 7, 8 illustrate orbital angular velocity of the 
test particles *( )rΩ versus normalized radial 
distance r/M. Fig. 7 displays the results for a rotating 
Bardeen BH with various values of 

[ ]0,0.2,0.4,0.6,0.8j = at a fixed 𝑟𝑟𝑟𝑟0∗ =0.2. In 
comparison to the static Bardeen spacetime (black 
solid color) with j = 0.2, the rotating Bardeen 
spacetime with the varying values of j at fixed 𝑟𝑟𝑟𝑟0∗ =0.2
lead to a smaller angular velocity in all ranges of r.
The Fig. 8 shows the results for different values of 

[ ]*
0 0,0.25,0.5,0.75r = at a fixed j = 0.2. The solid 

black curve indicates the Kerr metric. The angular 
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velocity in Kerr spacetime with 𝑟𝑟𝑟𝑟0∗ =0 at fixed j=0.2
is greater than the rotating Bardeen spacetime in all 
ranges of r.

In Figs. 9, 10 we depicted the dependence of L*
on the r/M for rotating Bardeen BHs with various 
values j at fixed 𝑟𝑟𝑟𝑟0∗ =0.2 (Fig. 9) and with various 
values of 𝑟𝑟𝑟𝑟0∗ at fixed j = 0.2 (Fig. 10).

Figure 7 – Dependence of test particle's angular velocity 
on the radial distance r/M for rotating Bardeen BHs 

with 𝑟𝑟𝑟𝑟0∗ =0.2

Figure 8 – Dependence of test particle's angular velocity
on the radial distance r/M for rotating Bardeen BHs 

with j = 0.2

Figure 9 – *L as a function of  r/M for rotating 
Bardeen BHs with 𝑟𝑟𝑟𝑟0∗ =0.2

Figure 10 – *L as a function of  r/M
for rotating Bardeen BHs with j = 0.2

In Figs. 11, 12 we constructed the dependence of 
E* of test particles on the r/M for rotating Bardeen 
BHs with various values j at fixed 𝑟𝑟𝑟𝑟0∗ =0.2 (Fig. 11) 
and with various values of 𝑟𝑟𝑟𝑟0∗ at fixed j = 0.2 (Fig. 
12).

As seen from Figs. 8, 10, 12 *( )rΩ , *( )L r , E*
with varied values of 𝑟𝑟𝑟𝑟0∗ at fixed j are always less than 
the Kerr case (black solid curve). In Figs. 7, 9, 11

*( )rΩ , *( )L r , *E with different values of j at fixed
𝑟𝑟𝑟𝑟0∗ are always less than in case static Bardeen BH 
(black solid curve).
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Figure 11 – E* as a function of  r/M
for rotating Bardeen BHs with 𝑟𝑟𝑟𝑟0∗ =0.2

Figure 12 – E* as a function of r/M
for rotating Bardeen BHs with j = 0.2

It is worth mentioning that we normalized the 
flow by dividing it by the total BH mass M in order 
to maintain the dimensionless argument of the 
exponential term. Furthermore, a new quantity 

( )* r , is determined as: ( ) ( )2* r M r=  . This 
normalization ensures that the flux is represented 
consistently in the computations that follow.

Figs. 13, 14 show the ( )r for the rotating 
Bardeen BHs. We left j arbitrary and set 𝑟𝑟𝑟𝑟0∗ =0.2 (Fig. 
13) and we fixed j = 0.2 and let 𝑟𝑟𝑟𝑟0∗ to vary (Fig. 14). 
The flux for the spinning Bardeen BHs with j = 0.2
and 𝑟𝑟𝑟𝑟0∗ > 0 is larger than in the Kerr metric case. The 
Fig. 13 illustrates how the flux grows in accordance 
with the chosen values of j. The ( )r for the 

spinning Bardeen BHs (𝑟𝑟𝑟𝑟0∗ =0.2j = 0.2) is greater than 
that in the static Bardeen spacetime case.

Figure 13 – Radiative flux 𝐹𝐹𝐹𝐹∗ multiplied by 105
of the accretion disk versus normalized radial distance

r/M for rotating Bardeen BHs with 𝑟𝑟𝑟𝑟0∗ =0.2

Figure 14 – Radiative flux 𝐹𝐹𝐹𝐹∗ multiplied by 105
of the accretion disk versus normalized radial distance

r/M for rotating Bardeen BHs with j = 0.2

The dimensionless temperature T* of accretion 
disks for spinning Bardeen BHs spacetime with 

[ ]0,0.2,0.4,0.6,0.8j = at fixed 𝑟𝑟𝑟𝑟0∗ =0.2 and 

[ ]*
0 0,0.25,0.5,0.75r = at fixed j = 0.2 is presented 

in Figs. 15 and 16, respectively. The temperature T* 
for the rotating Bardeen spacetime is always larger 
than in the static Bardeen spacetime (Fig. 15). Fig. 16 
illustrates that the temperature is permanently greater 
than in the Kerr spacetime for values of 
r0

*=[0.25, 0.5, 0.75].
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Figure 15 – The accretion disks' temperature T* around 
the rotating Bardeen BHs with 𝑟𝑟𝑟𝑟0∗ =0.2

Figure 16 – The accretion disks' temperature T* around the 
rotating Bardeen BHs with j = 0.2

Differential luminosity versus the r M for the 

rotating Bardeen BH with 0j ≥ at fixed 𝑟𝑟𝑟𝑟0∗ =0.2 and 
*
0 0r ≥ at fixed j = 0.2 is shown in Figs. 17 and 18, 

respectively. The behavior of the differential 
luminosity is similar to the radiative flux displayed in 
Figs. 13 and 14. It has to do with the fact that Eq. (13) 
relates both quantities.

The spectral luminosity ,v ∞ , as determined by 
Eq. (14), is illustrated in Figs. 19 and 20 versus 

*h kTν (as in previous cases, the fixed 𝑟𝑟𝑟𝑟0∗ =0.2
(Fig.19), and fixed j = 0.2 (Fig. 20)). The effect of 
angular momentum is that the spectral luminosity at 
higher values of j is superior. A similar trend is 
observed in the case when the values of 𝑟𝑟𝑟𝑟0∗ increase 
for a fixed j. For both considered variations, the 
influence of rotation and length parameter is more 
evident with the growth of frequency at which the 
light is emitted. The spectral luminosity, as seen in 

Fig. 20, is smaller the whole ranges around the Kerr 
BHs with respect to the rotating Bardeen BHs.

Figure 17 – The accretion disks' differential luminosity 
multiplied by 102 versus of r/M for rotating

Bardeen BHs with 𝑟𝑟𝑟𝑟0∗ =0.2

Figure 18 – The accretion disks' differential luminosity 
multiplied by 102 versus of r/M for rotating 

Bardeen BHs with j = 0.2

Figure 19 – Spectral luminosity versus the accretion disk's 
black-body emission frequency for rotating 

Bardeen BHs with 𝑟𝑟𝑟𝑟0∗ =0.2
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Figure 20 – Spectral luminosity versus the accretion disk's 
black-body emission frequency for rotating 

Bardeen BHs with j = 0.2

Final outlooks and perspectives

We used accretion disk luminosity to distinguish 
different types of spacetime that model BH or BH 
mimickers. Here, we investigated what kinds of 
effects are anticipated from rotating RBH solutions 
in the absence of a cosmological constant. We thus 
emphasized the capability of distinguishing rotating 
Bardeen BH from Kerr spacetime. For example, by 
analyzing the structure of horizons and values of 

ISCOr , it is possible to show that the Kerr BHs are 
conceptually different from the Bardeen BHs.

The neutral test particle behaviors in the circular 
geodesics were calculated. Here we have explored 
the Novikov-Thorne-Page model of the thin accretion 
disk. Regarding this, we assessed the radius of ISCO, 
radiative flux, differential and spectral luminosities. 
Particularly, our results demonstrate that the 
luminosity for rotating Bardeen BHs is greater than 
for Kerr spacetime with fixed spin parameter j = 0.2.
This peculiarity can serve as a means to differentiate 
between the two spacetimes.

The observed higher luminosity in the case of 
rotating Bardeen BHs suggests that these systems 
possess inherent characteristics that promote more 
efficient energy release and radiation emission 
compared to their Kerr counterparts at fixed j = 0.2.
One plausible explanation for this phenomenon lies 
in the distinct nature of the spacetime geometry 
described by the Bardeen metric. Unlike Kerr 
spacetime, which is governed solely by the mass and 
spin of the black hole, the Bardeen metric 
incorporates additional parameter that can influence 
the gravitational dynamics near the BH.

Furthermore, the discrepancy in luminosity 
between Bardeen and Kerr BHs highlights the 
importance of considering alternative BH models 
beyond the traditional Kerr paradigm. It suggests that 
the specific geometric properties and underlying 
physics encoded in alternative BH metrics can 
significantly impact the observational signatures of 
accretion disks.

Lastly, we showed that there is the degeneracy in 
rISCO between the Bardeen and Kerr BHs. We 
explicitly demonstrated that the Bardeen metric can 
mimic the effects in the Kerr metric related to the 
rISCO up to the values of j = 0.35. Hence, this 
argument can also be used to distinguish the two 
spacetime.

It would be interesting to study radiative 
characteristics of other spacetimes in alternative, 
extended and modified theories of gravity. It is 
planned to consider this issue in future works.
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Determination of variation of compositions  
of (1-х)ZnO-0.25Al2O3-0.25WO3-хBi2O3 glass-like ceramics  
on protective characteristics in gamma radiation shielding

Abstract. The work is devoted to the study of the effect of variation of the ratio of oxides in the composition 
of (1-х)ZnO-0.25Al2O3-0.25WO3-хBi2O3 glass-like ceramics on shielding characteristics when employed 
as materials to mitigate the adverse effects of gamma radiation with different energy. The primary incentive 
behind these investigations is to discover novel protective shielding materials that lack lead or its oxide 
forms yet possess high shielding efficiency. Additionally, the aim is to identify the most promising 
compositions for potential practical applications in shielding. During the studies of shielding characteristics, 
it was observed that partial replacement of zinc oxide with bismuth oxide leads to a pronounced increase 
in shielding for low-energy gamma rays, for which, according to the data obtained, an increase in the 
concentration of bismuth oxide leads to an increase in the linear and mass coefficient by more than 0.8 – 1.2 
times. An analysis of the influence of variations in the ratio of zinc and bismuth oxides in the composition of 
glass-like ceramics on the shielding characteristics revealed that the replacement of zinc oxide with bismuth 
oxide, leading to an elevation in density of the order of 10 – 15 %, leads to a steep rise in the shielding 
efficiency for low-energy gamma rays (more than 120 %), and to a 15 – 17 % growth in shielding efficiency 
in the case of gamma-quanta shielding for which the main interaction mechanisms are the Compton effect 
and the formation of electron – positron pairs. 
Key words: shielding materials, ionizing radiation, glass-like ceramics, absorption efficiency, oxide 
materials, gamma radiation.

Introduction 

In recent years, attention towards the 
advancement of new shielding materials has been 
directed towards research exploring technological 
solutions aimed at creating composite vitreous 
ceramics or amorphous glasses, which are based on 
oxide components combining heavy, rare earth and 
light elements [1-4]. Simultaneously, significant 
focus is dedicated to investigating variations in 
the compositions of these oxides. Altering these 
compositions enables the creation of numerous 
shielding materials with promising potential in the 
field of shielding [5,6]. These studies are based 
on the principle of obtaining the densest ceramics 
or glasses, comparable in shielding efficiency to 
traditional material in the form of lead, but at the 
same time possessing transparency (for medical use 

in cases where direct visualization of exposure to 
ionizing radiation is necessary), non-toxicity, high 
strength parameters (hardness and crack resistance), 
as well as low cost [7-9]. Also, much attention in 
such studies is paid to the search for a simple method 
for producing protective materials, the creation 
of which eliminates the need to use high-tech 
processes. In most cases, the method of producing 
such protective materials is considered to be solid-
phase chemical synthesis combined with thermal 
sintering, the conditions of which are selected 
to create an amorphous structure of ceramics or 
initiate glass transition processes [11-14]. Also, the 
use of this synthesis method makes it possible to 
expand the range of materials obtained by varying 
the molar or weight ratios of the components used 
for the synthesis of samples, which opens up great 
prospects in this area of research. 

https://orcid.org/0000-0001-8832-7443
https://orcid.org/0000-0002-9283-5560
https://orcid.org/0000-0003-4990-1208
https://orcid.org/0000-0002-9727-0511
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The aim of this study is to assess the efficacy of 
using (1-х)ZnO-0.25Al2O3-0.25WO3-хBi2O3 glassy 
ceramics as shielding materials against gamma and 
electron radiation, while also investigating the impact 
of composition variations on shielding characteristics. 
The interest in this research area stems mainly 
from the broadening scope of protective ceramic 
and glassy ceramic materials utilized for ionizing 
radiation shielding. Moreover, there is potential for 
their application as transparent materials for direct 
visualization or observation of ionizing radiation 
objects. The use of aluminum and bismuth oxides 
is due to the possibility of enhancing the resistance 
of the synthesized samples to external factors, 
including mechanical influences. Thus, in [15], it 
was demonstrated that the addition of aluminum 
and bismuth oxides to the ZnO–Al2O3–Bi2O3–B2O3 
composition leads to an increase in the Young’s 
modulus and, therefore, the crack resistance of 
glasses under external influences. The use of bismuth 
oxide is also due to the possibility of stabilizing and 
compacting glasses during their thermal sintering 
since this oxide is one of the stabilizers for glass 
transition processes. Also, the replacement of zinc 
oxide with bismuth oxide leads to an increase in the 
density of the synthesized samples, due to differences 
in the density of the oxides (pZnO – 5.61 g/cm3, pBi2O3 
– 8.9 g/cm3).

Materials and research methods 

The objects of study were (1-х)ZnO-0.25Al2O3-
0.25WO3-хBi2O3 glass-like ceramics obtained by 
solid-phase synthesis. The manufacturing method 
included mechanical grinding of the original ZnO, 
Al2O3, WO3 and Bi2O3 oxides in a given molar ratio. 
The ratio of zinc oxide and bismuth oxide varied 
in the x range from 0.05 to 0.25 M, which allowed 
the production of glass-like ceramics with different 
element ratios. The combination of the method of 
mechanochemical solid-phase synthesis with thermal 
annealing of ground mixtures made it possible 
to obtain a series of samples that have different 
shielding characteristics. The choice of this method 
is based on the possibility of obtaining ceramics and 
glasses with a controlled ratio of elements, as well as 
those that are highly resistant to external mechanical 
influences. 

The oxides ZnO, Al2O3, WO3 and Bi2O3 
purchased from Sigma Aldrich (Sigma, USA) were 
chosen as the starting components; the chemical 
purity of the powders under study was 99.95%. 

Mechanical grinding was carried out in a planetary 
mill PULVERISETTE 6 (Fritsch, Berlin, Germany) 
at a grinding speed of about 400 rpm for 1 hour. The 
grinding time and the grinding speed were chosen to 
avoid the cold welding effect of grinding powders 
under the action of mechanical deformation caused 
by the action of grinding bodies. Grinding was carried 
out in a ratio of 1 to 3 by the mass of ground powder 
and grinding bodies in the form of tungsten carbide 
balls with a diameter of 10 mm. Grinding was carried 
out in a glass made of tungsten carbide, the hardness 
of which eliminates the effect of contamination of the 
grinded powders with impurities. Grinding resulted in 
powders that were uniform in composition and grain 
size, which were later used in thermal sintering. After 
grinding, the resulting mixtures were annealed in a 
Nabertherm LE 4/11/R6 muffle furnace (Nabertherm, 
Lilienthal, Germany) at a temperature of 1500 °C for 
5 hours at a heating rate of 20 °C/min. Annealing was 
carried out in zirconium dioxide crucibles capable of 
withstanding temperatures of about 2000 °C. The 
samples were cooled together with the furnace for 24 
hours after reaching the annealing time. The choice 
of cooling time is determined by the need to comply 
with the technical rules for operating muffle furnaces, 
according to which access to the atmosphere can be 
allowed until the heating elements have completely 
cooled. 

The choice of these synthesis conditions 
made it possible to achieve the initialization of the 
amorphization processes of the studied samples 
during the glass transition process, which was 
confirmed by X-ray phase analysis data, according 
to which no significant reflections characteristic 
of ordered structures were recorded in the X-ray 
diffraction patterns. 

 At the same time, the variation was carried 
out by partially replacing zinc oxide with bismuth 
oxide, the choice of which is due to the possibility 
of plasticization during glass formation in the case 
of thermal melting of the initial components, as 
well as increasing the shielding efficiency due 
to the larger atomic mass, while maintaining the 
optical transparency due to zinc oxide. The range of 
substitution concentrations was from 0.05 to 0.25 M. 
At the same time, the substitution was carried out 
by varying zinc oxides (its decrease) and bismuth 
oxide (its increase), with a constant ratio of the 
molar fractions of aluminum oxide and tungsten 
oxide. Previously, in [16], it was shown that thermal 
annealing in the temperature range from 500 to 1100 
°C leads to the formation of multiphase ceramics, the 
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formation of which occurs due to phase formation 
processes associated with thermodynamic reactions 
of the synthesis of complex oxides. Moreover, it was 
determined a priori, considering the data presented in 
the work, that thermal annealing at a temperature of 
1500°C leads to the formation of amorphous glass-

like ceramics with fairly high strength parameters 
(hardness of 1000 – 1100 HV). Figure 1 reveals the 
results of X-ray diffraction of the studied samples of 
glassy ceramics, reflecting the amorphous nature of 
the obtained samples after thermal annealing under 
specified conditions. 

Figure 1 – X-ray diffraction results reflecting the amorphous nature  
of the studied samples of (1-х)ZnO-0.25Al2O3-0.25WO3-хBi2O3 glass-like ceramics

Determination of the shielding characteristics 
of the synthesized samples depending on variations 
in their composition was carried out by conducting 
serial experiments related to determining the intensity 
of gamma radiation before and after the use of a 
protective shield in the form of synthesized samples 
using three standard sources of ionizing radiation 
Co57 (130 keV), Cs137 (660 keV), Na22 (1270 keV). 
The determination of effectiveness was assessed by 
calculating the linear and mass attenuation coefficients 
(LAC and MAC), as well as the half-attenuation layer 
value (HVL), which is used to conduct a comparative 
analysis of the shielding effectiveness of different 
materials of different compositions. The shielding 
scheme was chosen in the form of a source placed 
in a lead container with a 10 mm hole, near which 
at a distance of 10 cm a protective shield made of 
synthesized glassy ceramics is placed, behind which 
a detector is placed to record the intensity of the 
transmitted ionizing radiation. 

Simulation of the interaction processes 
of gamma radiation with composite ceramic 
compositions, varying in their molar composition, 
were simulated using the XCOM program code. A 
detailed description of the use of program code for 
modeling the processes of interaction of gamma 
radiation with materials is presented in works [17-
19]. Figure 2 illustrates the variations in the MAC 
value for specific compositions, depending on the 
zinc and bismuth oxide ratio. The values, ranging 
from 0.001 to 10 MeV, encompass all three primary 
mechanisms of gamma radiation interaction with 
matter (Compton effect, photoelectric effect, and 
electron-positron pair formation). As evident 
from the provided data, altering the ratio of oxide 
components within the selected system does not 
result in discernible changes in the relationship 
between variations in the MAC value and gamma 
ray energy. The overall trend corresponds to the 
generally accepted theory of describing alterations 
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in shielding efficiency. In the case of low energies 
of gamma rays (about 0.01 MeV), the shielding 
efficiency has maximum values, while an 
elevation in the gamma quanta energy results in an 
exponential decrease in the shielding efficiency, due 

to the dominance of the mechanisms of formation 
of electron-positron pairs, as well as secondary 
radiation in the form of gamma quanta of lower 
energies during the interaction of high-energy 
gamma quanta with the target structure.
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Figure 2 – Simulation results of the dependence of MAC  
on gamma radiation energy obtained using the XCOM code

It is worth to highlight that the partial replacement 
of zinc oxide with bismuth oxide causes changes in 
the shielding efficiency in the region of low energies 
of gamma rays (of the order of 0.3 – 0.6 MeV), 
for which the dominant interaction processes are 
photoelectric mechanisms, for which the dependence 
on the charge number of the composite material is 
most clearly visible. 

Results and discussion 

Figure 3 presents the results of a comparative 
analysis of MAC values obtained by modeling 
in the XCOM program code (values taken for 
specific gamma ray energies characteristic of those 
emitted by sources used in shielding experiments) 
and experimental values, obtained by shielding 
of gamma quanta emitted by various sources. 
According to the general assessment of the 
comparison of theoretical and experimental MAC 
values, there is a good agreement between the 
simulation results and experimental values, and the 
difference in values is no more than 3 – 5 %, which 
can be explained by several factors. Firstly, the 
higher MAC values obtained experimentally may 

be due to the fact that when modeling interaction 
processes, the objects under study were specified 
as a composite in the form of oxide compounds 
with different weight contributions. At the same 
time, according to the data of [16], during thermal 
sintering of these composites at temperatures above 
900 °C, complex oxides are formed in the form of 
zinc tungstates (ZnWO4) and bismuth (Bi2WO6), 
as well as spinel ZnAl2O4, the presence of which 
causes a change in density that is different from 
the density of composites consisting of oxides. In 
this case, at high annealing temperatures (1500 °C), 
according to X-ray diffraction data, the composition 
of the obtained samples is represented by amorphous 
structures, however, the possibility of the presence 
of fine grains in the form of complex tungstate 
compounds in the amorphous matrix cannot be 
excluded, since these compounds are thermally 
stable at fairly high temperatures. Secondly, the 
most pronounced differences are observed for 
samples in which the bismuth oxide content is on the 
order of 0.2 – 0.25 M, which indicates that changes 
in MAC values may also be due to differences in the 
charge number, the change of which is due to the 
high bismuth content in the composition. 
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Figure 3 – Comparative analysis of MAC values calculated using  
the XCOM code and experimentally obtained values during shielding experiments

The alterations in the LAC value presented in 
Figure 4 depending on the energy of gamma quanta 
reflect the influence of variations in the ratio of 
components on the efficiency of attenuation of gamma 
radiation during shielding. The most pronounced 
changes are observed when shielding low-energy 
gamma quanta emitted by the Co57 source (130 keV). 
In this case, changing the ratio of the components of 
zinc and bismuth oxides leads to a more than twofold 
increase in the shielding efficiency, expressed by an 
increase in LAC from 6.2 cm-1 for samples 0.5ZnO – 
0.25Al2O3 – 0.25WO3 to 12.7 – 14.2 cm-1, for samples 

in which the Bi2O3 concentration is 0.2 – 0.25 M. In 
this case, the shielding efficiency can be assessed at 
a fairly high level, taking into account the fact that 
the obtained values have a good correlation with the 
MAS data obtained using the simulation method. In 
the case of shielding of gamma rays with energies of 
660 keV and 1270 keV, the differences in efficiency 
are reduced, however, the addition of bismuth oxide 
to the composition results in a rise in the shielding 
efficiency of the order of 20 – 25 % in comparison 
with the composition of 0.5ZnO – 0.25Al2O3 – 
0.25WO3 glass-like ceramics.
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Figure 5 demonstrates the results of a comparative 
analysis of the relationship between changes in the 
LAC value and the density of the samples under 
study, which is due to variations in the ratio of oxides 
in the composition of glass-like ceramics. The density 
of the samples, due to their X-ray amorphism, was 
determined by the Archimedes method, according 
to which it was found that partial replacement of 
zinc oxide with bismuth oxide results in compaction 
of glass-like ceramics, which is due to the fact that 
the density of bismuth oxide is higher than that of 
zinc oxide (data on the densities of zinc and bismuth 
oxides are given in the Introduction section when 
describing the formulation of the problem and the 
relevance of the study). 

As can be seen from the data presented, the greatest 
contribution to the change in shielding efficiency is 
made by the change in the density of the samples under 
study on the shielding of low-energy gamma quanta 
with an energy of 130 keV. At the same time, a change 
in the density of the samples by 14.5 % (at a bismuth 
oxide concentration of 0.25 M) shielding efficiency, 
according to comparison of LAC values, is about 1.2 
– 1.25 times in comparison with the results obtained 
for samples that do not contain bismuth oxide. In the 
case of gamma rays with energies of 600 keV and 
1270 keV, the change in shielding efficiency is less 
pronounced depending on the density of the samples 
and is about 25 and 17 %, respectively, at a bismuth 
oxide concentration of 0.25 M. 
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Figure 5 – Results of a comparative analysis of the dependence of LAC  
for synthesized ceramics depending on changes in density  

with increasing bismuth oxide content in the glass composition 

A comparison of the shielding efficiency of 
synthesized samples with other types of samples, 
data on the shielding characteristics of which were 
taken from works [20 – 24], was carried out by 
comparing the HVL value obtained for gamma 
quanta with an energy of 660 keV. The choice of 
this energy of gamma quanta for comparison is 
due to the possibility of determining two types of 
processes of interaction of gamma quanta with 
materials (Compton effect and photoelectric effect), 
which are the most common interaction processes, 

with the exception of the processes of formation 
of electron – positron pairs, characteristic of high-
energy gamma quanta with energies of more than 
1.0 – 1.5 MeV. For comparison, Pb3O4-SiO2-ZnO-
WO3 (LAC ~ 0.728 cm-1 to 0.856 cm-1 depending 
on WO3 concentration) [20], Al2O3-PbO-B2O3-WO3 
glass [21], B2O3–SrCO3–TeO2–ZnO glass [22], as 
well as two types of commercial materials considered 
as shielding protective materials were chosen. The 
choice of ferrite and telluride glasses as commercial 
materials is due to their prospects for use as protective 
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shielding materials, which are determined by their 
structural features, as well as several other unique 
properties, the combination of which allows us to 
consider them as one of the most promising materials 
for shielding. For example, in [23,24] it is shown 
that the combination of magnetic, structural, and 

antibacterial properties of ferrite nanoparticles and 
nanocrystals opens up great prospects for this class of 
materials when used as protective shields, which can 
also be used in the medical field, which uses sources 
of ionizing radiation. The results of the comparative 
analysis are presented in Figure 6.
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Figure 6 – Results of a comparative analysis of the HVL value of synthesized samples  
of (1-х)ZnO-0.25Al2O3-0.25WO3-хBi2O3 glass-like ceramics and commercial samples  

(HVL data taken for gamma quanta energy of 660 keV)

As can be seen from the presented data on changes 
in the HVL value depending on changes in the ratio 
of the components of zinc and bismuth oxides, an 
increase in the bismuth oxide content leads to a 
decrease in the HVL value, which indicates an increase 
in shielding efficiency, as well as the possibility of 
using less thick glass-like ceramics for protection, 
which makes it possible to reduce weight and overall 
dimensions. In comparison with commercial samples 
of ferrite and telluride glasses, the efficiency is more 
than 1.5 – 2 times, which indicates that the use of the 
proposed compositions of glass-like ceramics is more 
promising in comparison with these types of samples, 
as well as the compositions proposed in [21,22]. In 
comparison with samples of Pb3O4-SiO2-ZnO-WO3 
glasses, the proposed compositions of glass-like 
ceramics are inferior in efficiency, however, the use 
of lead oxide in the proposed glass compositions from 
[20] imposes certain restrictions associated with the 

toxicity of lead (part of the oxide), which narrows 
the scope of application of these glasses, and high 
efficiency indicators are due to the presence of heavy 
elements in the form of lead and bismuth.

Conclusion 

During comparative analysis of the MAC values 
obtained using the XCOM program code and the 
experimentally obtained values during shielding, it 
was found that the difference between the theoretical 
and experimental values is no more than 3 – 5 %, 
which indicates good convergence, as well as the 
possibility of using computational codes to simulate 
the shielding of complex ceramic compositions. At 
the same time, differences in values may be due to 
the effects of structural features that arise during the 
synthesis of (1-х)ZnO-0.25Al2O3-0.25WO3-хBi2O3 
glass-like ceramics, leading to denser ceramics, 
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with the possible formation of inclusions in the 
form of complex oxides, observed at lower sintering 
temperatures of these compositions. 

A comparative analysis of shielding efficiency 
by comparing HVL values with the results of other 
studies, as well as with data obtained for commercial 
samples, showed that the use of (1-х)ZnO-0.25Al2O3-
0.25WO3-хBi2O3 glass-like ceramics is quite effective 
in comparison with the majority of the considered 
shielding material compositions having similar 
components, as well as with commercial samples. 
Moreover, a rise in the concentration of bismuth oxide 

in the composition results in a decline in the HVL value 
from 1.466 cm for samples not containing bismuth 
oxide to 1.7 – 1.2 cm for bismuth oxide concentrations 
equal to 0.2 – 0.25 M. Compared to commercially 
available materials, ferrite and telluride glasses, the 
shielding efficiency is more than 1.5 – 2 times.
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Obtaining hydrophobic coatings from AR+HMDSO u 
sing radiofrequency discharge at atmospheric pressure

Abstract. Hydrophobic coatings have attracted much attention due to their wide applications in various 
industries including electronics, textiles, and automotive. This study deals with the process of creating 
nanoscale coatings on a substrate achieved by plasma polymerization using plasma flow (jet) using radi-
ofrequency discharge together with the precursor c6h18osi2 and the carrier gas Ar. In this work, we inves-
tigate the production of hydrophobic coatings using radiofrequency (RF) discharge at atmospheric pressure 
using a mixture of argon (Ar) and hexamethyldisiloxane (HMDSO). RF discharge is a versatile and ef-
ficient method of plasma generation that allows the deposition of thin films with defined properties. Here 
we investigate the influence of process parameters such as gas flow rate, discharge power, and substrate 
temperature on the morphology, chemistry, and hydrophobicity of the deposited coatings. The formation of 
these coatings was carefully studied under atmospheric pressure conditions, varying the number of cycles 
of experiments while maintaining optimal plasma parameters. The properties and elemental composition 
of the coatings were thoroughly studied using scanning electron microscopy (SEM) and energy dispersion 
spectroscopy (EDS). In addition, the obtained coatings were found to possess hydrophobic properties. The 
hydrophobicity of these coatings was evaluated by measuring the contact angle with a goniometer with re-
spect to cycles of experiments and long-term durability. This study contributes to a better understanding of 
the synthesis, structure, and hydrophobic characteristics of nanoscale coatings, opening promising perspec-
tives for various applications. The results show that the hydrophobicity of the coatings can be optimized 
by tuning the process parameters, resulting in coatings with water contact angles greater than 160 degrees. 
Additionally, the durability and stability of the hydrophobic coatings are evaluated under different environ-
mental conditions, allowing an assessment of their potential for practical applications.
Key words: plasma polymerization, atmospheric pressure, superhydrophobic coatings.

Introduction 

Hydrophobic coatings, which repel water due 
to their low surface energy, find wide applications 
in various industries ranging from electronics to 
textiles [1], automotive [2], and medical devices 
[3]. Among the methods for producing hydrophobic 
coatings, the radiofrequency (RF) discharge at 
atmospheric pressure offers a promising avenue 
[4]. This technique involves the deposition of 
hydrophobic coatings from a precursor gas mixture 
of argon (Ar) and hexamethyldisiloxane (HMDSO) 
under the influence of RF discharge. The use of RF 
discharge at atmospheric pressure presents several 

advantages over conventional methods such as 
chemical vapor deposition (CVD) [5] and plasma-
enhanced chemical vapor deposition (PECVD) [6]. 
Firstly, operating at atmospheric pressure eliminates 
the need for vacuum systems, simplifying the setup 
and reducing production costs. Secondly, the RF 
discharge process allows for precise control over 
the deposition parameters, resulting in coatings with 
tailored properties [7.8].

Certain techniques, such as acquiring coatings 
through chemical processes and under atmospheric 
pressure, offer superior cost efficiency and enhanced 
efficacy for large-scale manufacturing. Through the 
utilization of chemical procedures, it is possible 
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to procure hydrophobic and superhydrophobic 
coatings characterized by exceptional stability [9]. 
Nonetheless, the chemical approach for obtaining 
superhydrophobic coatings necessitates the use of 
hazardous liquids and diverse solvents, presenting 
a notable drawback that can endanger human health 
and the environment. Moreover, the aforementioned 
techniques entail multiple stages for achieving 
superhydrophobic coatings, rendering the process 
of uniformly dispersing coatings intricate and time-
intensive. Hence, the imperative of employing 
economical and eco-friendly methods across 
expansive surfaces emerges as a pressing concern.

Hydrophobic coatings obtained from 
Ar+HMDSO using RF discharge exhibit excellent 
water-repellent properties, making them suitable for 
applications requiring protection against moisture 
[10], corrosion [11], and fouling [12]. These coatings 
demonstrate high durability [13], thermal stability 
[14], and chemical resistance [15], making them 
ideal for outdoor and harsh environment applications 
[16.17].

We delve into the mechanisms underlying the 
formation of hydrophobic coatings through RF 
discharge at atmospheric pressure using Ar+HMDSO 
precursor gas mixture. We explore the influence 
of process parameters such as gas composition, 
discharge power, and substrate temperature on the 
properties of the resulting coatings. Additionally, 
we highlight the potential applications and future 
prospects of these hydrophobic coatings in various 
industries.

The results obtained may be of significant practical 
importance for the development of new materials 
with improved characteristics and expansion of their 
application area.

Experimental section

The scheme of an experimental installation aimed 
at studying the coating obtained using a plasma jet 
based on RF discharge at atmospheric pressure is 
shown in Figure 1. The plasma flux (jet) was gener-
ated using an RF generator between a copper wire 
wrapped in quartz glass and a grounded copper plate. 
Glass tube length: 100mm, inner diameter: 3mm and 
outer diameter: 10mm. Seren-R 301 with a high fre-
quency of 13.56 MHz was used as a power source. 
Inert gas Ar and precursors HMDSO were used 
as the main gas flow. HMDSO is in liquid form at 
room temperature and therefore has a small volume 
poured into a barbotter. The flow of the prequels is 
controlled by the mass flow controller. The resulting 
coating samples settle on a glass substrate measuring 

2x2 centimetre. Before starting the experiment, glass 
samples used as substrates are cleaned in an ultra-
sonic bath for 10 minutes. First, the concentration of 
gas mixtures Ar and HMDSO is sent to the quartz 
glass tube, and then, when a high-frequency voltage 
is applied to the electrode located outside the tube, 
atmospheric pressure plasma ignition occurs. As a re-
sult of coagulation of atoms in a plasma medium, the 
process of chemical reactions takes place, at a certain 
moment of time the coating grows to the nanoscale 
[10]. The experiment was carried out for the follow-10]. The experiment was carried out for the follow-
ing parameters of the plasma: power magnitude 100-
200 Watts, HMDSO/Ar fraction (Ar fraction 98%, 
HMDSO fraction 2%, respectively)

Figure 1 – Scheme of experimental setup 

Main provision

In this study, a nanoscale coating was applied to 
the glass surface using RF discharge at atmospheric 
pressure. The coating exhibits hydrophobic 
properties. The hydrophobicity was tested under 
various experiment cycles while maintaining constant 
power, as well as assessing its durability over time.

Results and discussion

The following analyses were carried out to 
determine the properties of the coating formed as a 
result of the reaction of precursors with plasma flow 
on the surface of a glass sample.

- Morphological properties
The morphological properties of the synthesized 

samples were studied using a Quanta 3D 200i 
scanning electron microscope (SEM). The results of 
the analysis showed that the obtained particles have 
a variety of shapes, including spherical. The surface 
of the particles is heterogeneous and their sizes vary 
from 20 nm to 0.1 μm (Fig. 2).
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Figure 2 – SEM-micrographs of synthesized superhydrophobic 
particles formed on the glass surface

- Chemical composition
EDS spectroscopy (Electron Dispersive 

Spectroscopy) was used to determine the chemical 
composition of the synthesized coatings. The results 
of the analysis showed that the obtained coatings 
consist of the precursors component elements 
(Fig. 3)

- Hydrophobic properties 
The morphological analysis of the obtained 

sample showed that the surface presents a water 
repellent property, i.e. hydrophobic character. To 
confirm this, the angle of contact with water was 
evaluated. Figure 4 shows a graph showing the 
relationship between the contact angle and the 
number of cycles of the experiment.

When analyzing the graph, it becomes evident 
that the contact angle undergoes minimal changes 
when the number of cycles is changed (Fig. 5). 

Figure 3 – Chemical composition of obtained coatings Figure 4 – Hydrophobic properties of the obtained samples 
proving through contact angle from the cycle of experiment 

Figure 5 – Change of coating surface with increasing cycle of the experiment
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This indicates that the experimental cycles have 
a negligible effect on the contact angle of the film 
because the process reached an equilibrium state 
relatively quickly, where further cycles have less 
and less effect on the surface properties. Also for 
further characterization, the contact angle with a 
long time course was measured ( Figure 6). A trend 
is shown that the contact angle decreases over time 
which indicates a loss of superhydrophobicity i.e. the 
surface becomes less water repellent. The samples 
were stored under room conditions. However, 
when exposed to environmental factors such as UV 
radiation, humidity or chemical contaminants, the 
surface may undergo degradation. As a result of 
degradation, the surface structure may change, i.e., 
the chemical composition of the surface changes 
resulting in an uneven surface that will reduce its 
ability to effectively repel water.

Figure 6 – Hydrophobic properties of the obtained samples 
proving through contact angle from the over time (0-18 months)

Conclusion

In conclusion, this study successfully 
demonstrated the formation and characterization of 
nanoscale coatings on a substrate through plasma 
polymerization, utilizing the precursor C6H18OSi2 
and Ar carrier gas under radiofrequency discharge. 
The investigation focused on optimizing plasma 
parameters and assessing the coatings’ properties 
under atmospheric pressure conditions, with particular 
attention to the number of experiment cycles. Through 
thorough analysis using scanning electron microscopy 
(SEM) and energy dispersive spectroscopy (EDS), 
we gained insights into the structural morphology and 
elemental composition of the coatings. Furthermore, 
the observed hydrophobicity of the coatings suggests 
their potential utility in applications requiring water 
repellency.

The results presented herein contribute to 
advancing our understanding of nanoscale coating 
synthesis and performance, with implications for 
various fields such as surface engineering, materials 
science, and functional coatings. Future research 
may delve deeper into optimizing coating parameters 
and exploring additional characterization techniques 
to further enhance our understanding and potential 
applications of these coatings.
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On Zagreb Connection Indices  
of γ Graphyne and its Zigzag Nanoribbon

Abstract. Chemical graph theory is a branch of Mathematical Chemistry that deals with chemical/molecu-
lar graphs to predict molecules’ reactivity, stability, and topology through topological indices. γ graphyne is 
a carbon allotrope, a crystal lattice composed of one acetylene bond connecting two aromatic rings. Since 
there is no evidence of any economical method for its synthesis to date to study the physicochemical prop-
erties, reactivity, and stability, the in-silico methods can be of great help. In this paper, we have considered 
Zagreb connection indices, which haven’t been explored in a wide range despite their correlation with the 
physicochemical properties being better than classical Zagreb Indices. Here, Zagreb connection indices of γ 
graphyne have been calculated using the edge partition technique and their trend in characteristics has been 
plotted. This might be beneficial to the fields of medicine, pharmacology, and nanotechnology in studying 
the reactivity and stability of this nanostructure without performing expensive experiments.
Key words: Chemical graph theory, γ graphyne, Zagreb connection indices.

Introduction

Carbon nanomaterials are nanomaterials that are 
built on carbon atoms. Based on their geometrical 
structure, they are classified as carbon allotropes 
(graphite and diamond) and nanostructures namely 
graphene single sheets, single and multiwalled 
nanotubes, carbon fibers, fullerenes, onions, and 
nanodiamonds are generated by carbon. Fullerenes 
are mostly produced through the vaporization of 
graphite electrodes using arc or plasma discharges 
or using laser ablation, pyrolysis of hydrocarbons 
and optimization of this process led to the mass 
production of the most widely studied fullerene 
C60 and other bigger fullerenes from C70 to C96 [1]. 
The arc discharge method is a well-established and 
broadly utilized technique for carbon nanotube 
synthesis. The resultant of the nanotube being 
single-walled or multi-walled depends on the 
selection of metal catalyst in the process. However, 
the laser ablation method gave a high yield of carbon 
nanotubes compared to other techniques but it is 
cost-consumable as it requires high energy power 
for vaporization of the target[2]. Various methods 
for Graphene synthesis are classified into top-down 
and bottom-up methods. For more information 
regarding the synthesis of carbon allotropes and 
nanomaterials, refer to [3] [4].

Most of these structural framework consists of 
either sp2 or sp3 hybridized carbon atoms. However, 
the presence of sp-hybridized carbons could affect 
the properties of the structures. Therefore, the great 
challenge for the researchers is to synthesize novel 
carbon isomers. One such challenge is synthesizing 
one of the carbon allotropes, graphyne, which 
consists of highly sp-hybridized carbon atoms. 
Mechanochemical synthesis, Sonogashira coupling, 
Castro–Stephens coupling, and alkyne metathesis 
are some of the developed methods for its synthesis 
but they have their advantages and limitations. This 
graphyne family has been proving its promising 
usage in the fields of medicine, photovoltaics, and the 
development of nanoscale devices.

Graphyne is a crystal lattice composed of 
acetylene bonds connecting the benzene rings. This 
can also be named graphyne-n depending on the 
number of acetylene molecules used for connecting 
the benzene rings. The most structurally stable 
families of graphyne are γ graphyne and γ graphdiyne 
as they contain benzene rings in their structure. In 
1987, Baughman et al. [5] proposed this allotrope 
of carbon for the first time theoretically, and later in 
2010, Li et al. [6] developed a successful methodology 
for graphdiyne films (benzene rings connected by 
diacetylene molecules) synthesis. Alkyne coupling 
reaction of hexaethynylbenzene (HEB) is the most 
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efficient method used to synthesize γ graphdiyne [7]. 
In 2019, Cui and co-workers proposed a technique for 
obtaining γ graphyne from benzene [8]. γ Graphyne 
is a graphyne family lattice comprising two aromatics 
rings connected by one acetylene molecule. But 
to date, there is no evidence of any economical 
method for the synthesis of this structure to study its 
molecular and topological properties. Hence, there is 
a need for in-silico methods. One such method is to 
calculate molecular descriptors for their quantitative 
structure-property and structure-activity relationship 
analysis.

A graph G is an ordered triple consisting of a set 
of vertices V(G) and a set of edges E(G), wherein 
each edge in E(G) is incident on a pair of vertices 
from V(G). A chemical graph or molecular graph is a 
simple connected graph of the chemical molecules in 
which atoms are taken as atoms and bonds between 
them as edges. The degree of the vertex, ‘d(u)’ is 
the number of edges incident on the vertex ‘u’. The 
distance d(u,v) between two vertices ‘u’ and ‘v’ is the 
number of edges involved in the shortest path between 
‘u’ and ‘v’. Molecular descriptors are the quantitative 
representatives of molecular graphs that are used 
in physicochemical characteristics prediction and 
topological studies. These are categorized based on 
the dimensions of the molecular graphs. To study the 
properties and topology of 2-D graphs, the molecular 
descriptor considered is called the topological index. 
A topological index is a graph-invariant number 
obtained from a chemical graph and is formulated 
based on either the degree of the vertex or the distance 
between the vertices..

Materials and Methods
 
 There is a branch of mathematics, known as 

chemical graph theory, in which the topological 
study of molecules takes place by considering their 
chemical graphs and calculating topological indices. 
Using these topological indices, structure-property 
and structure-activity analysis can be performed 
theoretically.

Literature Review

The first topological index, the Wiener 
index, is distance-based and was formulated by a 
Mathematician, named Wiener in the year 1947, 
and found that this index has a good correlation with 
the boiling points of paraffin [9]. To date, there are 
more than 3000 topological indices that are being 
under study by many researchers. These are being 

modified and reformulated to improve their accuracy 
in predicting the properties of chemical compounds. 
One such reformulation of degree-based topological 
indices, Zagreb Indices, using connection number 
instead of degree of the vertex, led to many open 
problems to be solved [10]. To study more on these, 
one can refer to [11, 12, 13].

A. Hakeem et al. have derived the mathematical 
closed-form expressions of different degree-based 
topological indices for γ graphyne and zig-zag 
graphyne nanoribbon through a graph-based edge 
partition technique [14]. They have explored the 
molecular descriptors of these structures for the first 
time. Motivated by this, we have extended their work 
by choosing Zagreb connection indices as a base 
and formulated the closed-form expressions with the 
help of these connection indices. One can refer to the 
above paper for the chemical structure of γ Graphyne.

Zagreb connection indices or leap Zagreb indices 
are formulated based on the connection number of 
the vertices. Connection number τG(u) of a vertex 
‘u’ in graph G is the total number of vertices at a 
distance 2 from ‘u’. These leap Zagreb indices were 
formulated in 1972 and were restudied by Akbar 
Ali and Nenad Trinajstic in 2018 [15] and they have 
shown that these indices can be generalized as Bond 
incident connection-number (BIC (G)) index:

 

        (1)

where ya,b(G) represents the number of edges in G 
incident on the vertices with connection numbers a 
and b and ϕa,b represents a non-negative real-valued 
function that depends on a and b.

Definition 1. For graph G, the first and the second 
Zagreb connection indices are defined as: 

                (2)

      (3)

Definition 2. The modified first and second leap 
indices are given by Ali et al. [15]

               (4)

      (5)
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Few works on these indices proved that there 
exists a strong correlation between the physical 
properties like entropy, standard enthalpy of 
vaporization, boiling point, and vapor infiltration 
of biochemical compounds and these indices 
compared to other indices. It has been proved that 
ZC1 corresponds well with the entropy and acentric 
factors of octane isomers. These leap indices have 
also shown better results compared to the classical 
Zagreb indices [15]. References can be found in [15], 
[16], [17], and [18]. Despite their out-performance, 
these indices haven’t been explored much in detail. 
Hence, in this paper, we have considered the least 
explored topological indices and chemical structure 
i.e., Zagreb connection indices of γ graphyne.

Results and Discussion

The chemical graphs of γ Graphyne, G(m,n) and 
its zig-zag nanoribbon, G(n) are depicted in Figures 1 
and 2 by considering atoms of the structure as nodes 
and bonds between them as edges. Here m ≥ 1 and 
n ≥ 1 represent the number of rows and columns in 
the chemical graph. In this section, the mathematical 
closed-form expressions of above mentioned Zagreb 
connection indices are formulated for both structures. 
The trend in their characteristics can be inferred from 
the graphs plotted against each connection index.

γ Graphyne

In Figure 1, there are 36mn+12m+12n−6 vertices 
and 24mn+12m+12n−6 edges in each row. Using the 
edge partitioning method, we calculate the number 
of edges, |E|, incident on the vertices u and v with 
degrees du and dv and connection numbers τu and τv 
respectively. From Figure 1, it is prominent that the 
vertices with degree 2 have the connection numbers 
2, 3, or 5 and the vertices of degree 3 have 3, 5, or 6 
as connection numbers.

Hence, in Table 1,

where τu is the connection number of vertex ‘u’ with 
degree du.

Theorem 1. For the graph G(m,n)
 

 

Table 1 – Edge-partition of γ graphyne 

(du, dv) (τu, τv) |E|

(2,2) (2,2) 3; n=1
2; n≥2

(3,2) 6; n=1 
n+6; n≥2

(2,3) (3,5) 2n+4
(3,3) (5,5) 5n+1

Table 2 – Edge-partition of zig-zag γ graphyne nanoribbon 

(du, dv) (τu, τv) |E|
(2,2) (3,2) 8m+8n-4
(2,3) (3,5) 8m+8n-4

(5,5) 2m+2n+2
(3,3) (5,6) 12m+12n-12

(6,6) 36mn-18m-18n+12

Table 3 – Zagreb connection indices of γ graphyne

n ZC1
(G(m, n))

ZC2
(G(m, n))

ZC*
1

(G(m, n))
ZC*

2
(G(m, n))

1 864 1194 492 1356
2 3456 4942 1868 5324
3 7776 11282 4108 11884
4 13824 20241 7212 21036
5 21600 31738 11180 32780
6 31104 45854 16012 47116
7 42336 62562 21708 64044
8 55296 81862 28268 83564
9 69984 103754 35692 105676
10 86400 128238 43980 130380

Table 4 – Zagreb connection indices of zig-zag γ graphyne na-γ graphyne na-graphyne na-
noribbon

n ZC1
(G(n))

ZC2
(G(n))

ZC*
1

(G(n))
ZC*

2
(G(n))

1 228 288 150 378
2 346 451 222 578
3 464 612 293 776
4 582 773 364 974
5 700 934 435 1175
6 818 1095 506 1370
7 936 1256 577 1568
8 1054 1417 648 1766
9 1172 1578 719 1964
10 1290 1739 790 2162
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Proof. Let G(m,n) be the graph of γ graphyne 
depicted in Figure 1. From eq.(2), we have

 𝑍𝑍𝑍𝑍𝐵𝐵𝐵𝐵1(𝐺𝐺𝐺𝐺(𝑚𝑚𝑚𝑚,𝑛𝑛𝑛𝑛)) = � 𝜏𝜏𝜏𝜏𝐺𝐺𝐺𝐺2
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝐺𝐺𝐺𝐺(𝑚𝑚𝑚𝑚,𝑛𝑛𝑛𝑛))

(𝑢𝑢𝑢𝑢)

This can also be written as
                                                 𝑍𝑍𝑍𝑍𝐵𝐵𝐵𝐵1(𝐺𝐺𝐺𝐺(𝑚𝑚𝑚𝑚,𝑛𝑛𝑛𝑛)) = � 𝑐𝑐𝑐𝑐𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘2

𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢�𝐺𝐺𝐺𝐺(𝑚𝑚𝑚𝑚,𝑛𝑛𝑛𝑛)�

                                                                 (6)

where ′𝑘𝑘𝑘𝑘′ is the connection number 𝜏𝜏𝜏𝜏𝑢𝑢𝑢𝑢 and 𝑐𝑐𝑐𝑐𝑘𝑘𝑘𝑘 R is the number of vertices with connection 
number ′𝑘𝑘𝑘𝑘′ in 𝐺𝐺𝐺𝐺(𝑚𝑚𝑚𝑚,𝑛𝑛𝑛𝑛).
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       (6)   

where ′k′ is the connection number τu and ck is the 
number of vertices with connection number ′k′ in 
G(m,n).

Figure 1 – Molecular graph of γ graphyne G(m,n)

Figure 2 – Molecular graph of Zig-zag γ graphyne nanoribbon G(n)
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Figure 3 – Characteristics trend in 

γ graphyne
Figure 4 – Characteristics trend in zig-zag 

 γ graphyne nanoribbon 

The connection number, τu, obtained for every 
vertex ‘u’ in G(m, n) is either 2, 3, 5, or 6. 

For k = 2 ,3, 5, & 6; ck is found to be 8n − 2,16n − 
4,16n −4, and 24mn − 16n + 4 respectively. 

Hence, eq. (6) becomes 

ZC1(G(m,n)) = (8n – 2)(4) + (16n – 4)(9) +
+ (16n – 4)(25) + (24mn – 16n + 4)(36) =864mn

Using Table 1, we have eq.(3)

ZC2(G(m,n)) =       ∑        τG(u) * τG(v)
                                  uvєE(G(m,n))
= (6)(8m + 8n − 4) + (15)(8m + 8n − 4) +
+ (25)(2m + 2n + 2) + (30)(12m + 12n − 12) +
+ (36)(36mn − 18m − 18n + 12)  
=1296mn − 70m − 70n + 38

Theorem 2. For the graph G(m,n),

ZC*
1(G(m,n)) = 432nm + 40m + 40n – 20

ZC*
2(G(m,n)) = 1296mn + 40m + 40n − 20

Proof. Let G(m, n) be the graph of γ graphyne 
depicted in Figure 1. Now, eq.(4) can be written as

ZC*
1(G(m,n)) =       ∑        τG(u) + τG(v)

                                     uvєE(G(m,n))
= (5)(8m + 8n − 4) + (8)(8m + 8n − 4) + 
+ (10)(2m + 2n + 2) + (11)(12m + 12n − 12) + 
+ (12)(36mn − 18m − 18n + 12) 
= 432mn + 40m + 40n − 20
 
Similarly, eq.(5) is

ZC2
*(G(m,n)) =       ∑      duτG(u) + dvτG(v) 

                                   uvєE(G(m,n))
= (10)(8m + 8n – 4) + (19)(8m + 8n – 4) +
+ (30)(2m + 2n + 2) + (33)(12m + 12n − 12) +
+ (36)(36mn − 18m − 18n + 12) 
= 1296mn + 40m + 40n − 20

Zig-zag γ graphyne nanoribbon

 In this graph, G(n), we shall consider a nanoribbon 
of zig-zag γ graphyne with n rows. Each row in 
Figure 2 consists of 5n + 1 vertices and 6n edges. The 
connection number of vertices with degree 2 is 2 or 
3 and those with degree 3 is 5 respectively. Different 
parameters in Table 2 can be inferred from Figure 2 
as follows:

|E| = |{uv є E (G(n)) : ((du, dv),(τu, τv))]|,

where τu is the connection number of vertex ‘u’ with 
degree du.

This is done using the edge-partition technique. 
But, here, |E| varies for different n.

Theorem 3. For the graph 

ZC1(G(m,n)) = 118n + 110 
ZC2(G(m,n)) = 288; n=1 
          = 161n + 129; n≥2
 
Proof. Let G(n) be the graph of zig-zag γ graphyne 

nanoribbon depicted in Figure 2. From eq.(2), we 
have

ZC1(G(n)) =       ∑      τ2
G(u)

                                      uєV(G(n))
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This can also be written as

ZC1(G(n)) =     ∑      ckk
2                                                    (7)

                                        uєV(G(n))

where ‘k’ is the connection number τu and ck is the 
number of vertices with connection number ‘k’ in 
G(n)

In G(n), τu for every vertex ‘u’, is found to be 
either 2 or 3, or 5. For k = 2,3, & 5; ck is found to 
be 6,2n + 4, & 4n + 2 respectively. Hence, eq. (7) 
becomes 

ZC1(G(n)) = (6)4 + (2n + 4)9 + (4n + 2)25 
= 118n + 110

Using Table 2 and eq.(3), we obtain two cases as 
follows.

ZC2(G(n)) =     ∑      τG(u) * τG(v)
                             uvєE(G(n))

Case 1: For n = 1

ZC2(G(n))  = 3(4) + 6(6) + 6(15) + 6(25) = 288

Case 2: For n ≥ 2

ZC2(G(n)) = (2)4 + (n + 6)6 + (2n + 4)15 +
+ (5n + 1)25 =161n + 129
 
Theorem 4. For the graph G(n),

ZC*
1(G(n)) = 150           ; n = 1

                   = 71n + 80; n ≥ 2
ZC*

2(G(n)) = 378; n = 1
                    = 198n + 182; n ≥ 2

Proof. Let G(n) be the graph of zig-zag γ graphyne 
nanoribbon depicted in Figure 2.

From eq.(4), we have

ZC*
1(G(n)) =     ∑      τG(u) + τG(v)

                             uvєЕ(G(n))

Case 1: For n = 1
 
ZC*

1(G(n)) = (2)4 + (n + 6)6 + (2n + 4)15 +
+ (5n + 1)10 = (3)4 + (6)5 + (6)8 + (6)10 = 150
 
Case 2: For n ≥ 2
 
ZC*

1(G(n)) = (2)4 + (n + 6)5 + (2n + 4)8 +
+ (5n + 1)10 = 71n + 80

Using Table 2 and eq.(5), the following two cases 
are obtained.

ZC*
2(G(n)) =     ∑      duτG(u) + dvτG(v)

                                uvєЕ(G(n))

Case 1: For n=1

ZC*
2(G(n)) = 3(8) + 6(10) + 6(19) + 6(30)=378

Case 2: For n≥2

ZC*
2(G(n)) =(2)8 + (n + 6)10 + (2n + 4)19 +

+ (5n + 1)30 =198n + 182

Using the closed-form mathematical expressions 
from the above Theorems 1, 2, 3, and 4, we calculated 
the four leap Zagreb indices such as the first Zagreb 
connection index, second Zagreb connection index, 
modified first Zagreb connection index, and modified 
second Zagreb connection index for different values 
of m and n. The leap Zagreb indices of γ graphyne and 
zig-zag γ graphyne nanoribbon were given in Tables 
3 and 4 respectively. The graphical interpretation 
of the trend in these indices of G(m,n) and G(n) are 
depicted well in Figures 3 and 4.

Conclusion

We can observe from Figures 3 and 4 that the 
modified second Zagreb index, ZC*

2, gave the highest 
values for both structures compared to other Zagreb 
connection indices. 

 According to the correlation between the Zagreb 
connection indices and various physicochemical 
properties, it can be concluded that this index 
can outperform other indices in predicting the 
physicochemical properties of these structures. 
The trend in the characteristics of these structures 
depends on the values m and n. It can also be observed 
that the trend in characteristics of these structures 
has a linear correlation with the connection indices. 
We could also observe that these connection indi-
ces have given better results when compared to the 
degree-based indices namely the Harmonic index, 
Randic index, sum connectivity index, Atom bond 
connectivity index, Geometric arithmetic index, and 
symmetric division degree index considered by A. 
Hakeem et al. in [14]. This once again proves that 
connection-based indices can be used in predict-
ing various properties of molecules and molecular 
structures in place of other indices due to their bet-
ter performance.
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In the future, we will work on Zagreb connection 
indices of some other novel chemical structures. This 
might help the departments of medicine, bio-medi-
cine, nanotechnology, and pharmaceutical sciences 
study the reactivity and stability of those structures 
without synthesizing and performing the required ex-
periments.
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Using these densities, physical parameters such as molar volume (Vm), mean vanadium ion separation 
distance (ri) and vanadium ion concentration (Ni), polaron radius (rp), were determined and presented. It has 
been investigated how the samples dielectric constant (ε), dielectric loss (tan δ), and ac conductivity (σac) 
change with temperature at various frequencies between 102 Hz and 106 Hz. The results were examined in 
relation to the number of oxidation states of the vanadium ions.
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Introduction

In recent years, there has increased interest in the 
review of disordered materials hopping conductivity. 
The actual portion of the ac conductivity has a power 
law [1] frequency dependency, which is the main 
characteristic of hopping conduction. To explain the 
mechanism of conduction in those materials, they 
must look at the frequency-structured electric 
conductivity of amorphous compounds [2].This leads 
to flexible and complex fashions that make it possible 
to characterize the digital homes of various materials 
[3]. Knowing glasses electric conductivity is 
essential because it is required to act as an electrical 
insulator or conductor in many applications [4].The 
dielectric properties, which include the dielectric 
constant (ε), loss (tan δ) and ac conductivity (σac)
spanning a broad spectrum of frequencies and 
temperature, make it easier to determine how well 
they act as insulators.The magnificent ionic 
achieving glasses are extensively researched because 
of their use in powerful excessive power density 

batteries [5, 6] and in a few electrochemical devices 
[7, 8].

B2O3 glass structural model is coupled by BO3

building blocks have been suggested [9-11]. The 
boroxol rings split off as the transitional glass 
temperature approaches, resulting in a more open 
structure. Glasses behavior as a host material is 
significantly influenced by its open structure, 
allowing sites to accommodate host ions over a much 
greater range of size and coordination number.
Because they can be employed in a variety of solid 
state devices, borate glasses have drawn a lot of 
attention. These glasses all share the occurrence of
localized states in the mobility gap, which results 
from the lack of long-range order and other 
fundamental flaws.

Most of the literature studies [12-16] reveals that, 
the heavy metal oxide glasses like Sb2O3-B2O3

glasses are very important optical materials with 
potential applications in non-linear optics, fast 
reacting optical switches, optical amplifiers and 
strong radioactive shielding materials due to their 
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high transparency, high polarizability and high 
refractive index.

We looked into the impact of vanadium ions on 
the spectral characteristics of ZnO-Sb2O3-B2O3

glasses in our earlier research [17]. The findings were 
examined in relation to the number of oxidation states 
of vanadium ions in the glass materials. As a follow-
up to our prior research, we have looked at how the 
substitution of V2O5 affects the dielectric and ac 
conduction pathways in bulk amorphous ZnO-Sb2O3-
B2O3 glasses spanning the temperature range of 303-
523 K and frequency range of 102 to 106 Hz.

Materials and Methods

The present glass samples were synthesized by 
using the particular Analytic Reagent (AR) grade 
chemicals of ZnO (Merck, ≥99%), Sb2O3 (Merck, 
≥99%), H2BO3 (TM Media, 99.5%) and V2O5 (SRL, 
99.5%) in melt quenching process. The detailed 
composition was presented in the Table.1. The 
adapted procedure of glass synthesis was presented 
as a flow chart in Figure 1[17].

Figure 1 – Flow chart of various step involved in preparation of glass samples

Table1 – Composition of glass samples (all in mol%)

Sample Code ZnO Sb2O3 B2O3 V2O5

V0 10.0 20.0 70.0 …..
V2 10.0 19.8 70.0 0.2
V4 10.0 19.6 70.0 0.4
V6 10.0 19.4 70.0 0.6
V8 10.0 19.2 70.0 0.8
V10 10.0 19.0 70.0 1.0

The densities were determined based on
Archimedes’ principle, by measuring the weights of 
the sample in air as well as in O-xylene as a buoyant 
liquid [18]. Using these densities, the physical 
parameters viz., molar volume (Vm), mean vanadium 
ion separation distance (ri) and vanadium ion 
concentration (Ni) etc., was determined using the 
standard relation [18].

XRD patterns were recorded with help of a
SEIFERT X-pert PRO panalytical X-ray diffracto 
metre with CuΚα -radiation.The dielectric 
parameters capacitance (c) and dissipation factor (D) 
were measured in between silver electrodes by using
LCR Meter (model HP 4263B) by varying 
temperature systematically between 30-250oC and a 
frequency range of 102 to 105 Hz.
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Results 

From the measured weights of glass samples in 
air and buoyant liquid, densities were calculated, 
using these densities, the other physical parameters 
viz., dopant ion concentration, interionic distance, 
polaron radius and molar volume etc., were evaluated 
by using standard relation [18] and same were 
presented in table 2. 

Figure 2 depicts the XRD spectra of ZnO-Sb2O3-
B2O3: V2O5 glasses. The XRD pattern of sample V2

shows no sharp peaks, which suggest that the sample 
clearly shows amorphous nature. A broad peak at 
nearly about 20-30o confirms the glassy nature of the 

prepared samples [19]. All the other samples were 
also exhibit the similar behavior.

The variations of dielectric constant and dielectric 
loss of ZnO-Sb2O3-B2O3 glasses infused with different 
amounts of V2O5 with frequency at ambient 
temperature were presented in Figure 3 and 4.

For pure glass sample (ZnO-Sb2O3-B2O3), the 
value of dielectric constants was 6.47 and loss 
tangent was 0.005 at ambient temperature (30oC), at 
100 kHz respectively. At a particular temperature, the 
dielectric constant and loss decreases with increasing 
frequency. At a particular temperature and frequency, 
the measured dielectric constant as well as tangent 
loss increases with increasing dopant concentration 
(inset of Figure 3 & Figure 4).

Table 2 – Physical parameters of ZnO-Sb2O3-B2O3: V2O5 glasses

Glass Density d
(g/cm3)

Avg.Mol.

weight( M )

Conc.of V5+

ions Ni
(1020/cm3)

Inter ionic
distance ri (Ao)

Polaron
radius rp (Ao)

Molar Volume
(cc/mol) 

V0 4.051 140.96 - - - 34.796
V2 4.117 140.90 3.02 6.81 2.82 34.223
V4 4.197 140.82 4.91 5.19 2.43 33.552
V6 4.268 140.71 6.42 4.82 2.09 32.968
V8 4.386 140.63 8.46 4.03 1.90 32.063
V10 4.508 140.52 10.84 3.91 1.71 31.171

Figure 2 -XRD pattern of ZnO-Sb2O3-B2O3: V2O5 glasses
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Figure 3-Variation of dielectric constant with frequency at room temperature
of ZnO-Sb2O3-B2O3:V2O5 glasses. Inset represents the variation of ε' with the

concentration of V2O5 at 100 kHz.

Figure 4 – Variation of dielectric loss with frequency at room temperature of
ZnO-Sb2O3 -B2O3:V2O5 glasses. Inset represents the variation of tan δ with the

concentration of V2O5 at 100 kHz

Figure 5 depicts the temperature sensitivity of 
dielectric constant at various frequencies for glass 
V10. The value of dielectric constant is seen to grow 
along temperature, and this growth accelerates at low 
frequencies. The dependence of dielectric constant 
with temperature for other glasses also demonstrated 
the same trend.

A comparative plot of the temperature dependen-
ce at 1 kHz frequency for ZnO-Sb2O3-B2O3: V2O5

glasses were presented in Figure 6. The glass, doped 
with 1.0 mol% of V2O5 exhibits higher dielectric 
constant, maximum rate of growth of' dielectric 
constant with temperature.

Figure 7 displays a comparative plot of dielectric 
loss (tan δ ) change with temperature for ZnO-Sb2O3-
B2O3glasses infused with varying concentrations of 
V2O5 and recorded at 10 kHz. 
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Figure 5 – Variation of dielectric constant with temperature at different
frequencies of glass V10

Figure 6- A comparison plot of variation of dielectric constant with temperature
measured at 1 kHz for ZnO-Sb2O3 -B2O3: V2O5 glasses
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Figure 7- A comparison plot of variation of dielectric loss with temperature measured at
10 kHz for ZnO-Sb2O3-B2O3: V2O5 glasses

Discussion

Borate is well known glass former with possesses 
sp2 planar BO3 units and sp3 tetrahedral BO4 units. 
When Sb2O3, introduced in the borate glasses, Sb3+

ions exist as SbO3 pyramids due covalent character 
of Sb-O bonds [20, 21]. In borate glass network, these 
SbO3 units mainly act as a network former, through 
the formation of Sb-O-B bonds, BO3 units are 
replaces the BO4 units [22-25].

ZnO is, in general, a glass modifier and enters the 
glass network by breaking up the B-O-B, Sb-O-B
linkages forms B-O-Zn [26]. However, ZnO may 
also acts as the glass network with ZnO4 structural 
units [27]. Hence, ZnO-Sb2O3-B2O3:V2O5 glass 
community is an admixture of network formers, 
intermediate glass formers, and modifiers, however, 
the behavior of the ZnO and Sb2O3 strongly 
dependent on the composition of the glass samples.

With the addition of classic modifier oxide like 
V2O5 to the ZnO-Sb2O3-B2O3 glass community, the 
oxygens of such oxides typically, violate the local 
symmetry while cations occupies interstitial places 
by rupturing B-O-B, Sb-O-B and Zn-O-B links.

By comparing the pertained physical parameters 
data presented in Table 2, it has been observed that 
the density of glass increases from 4.051 to 4.508 
g/cm3 and molar volume decreases from 34.796 to 
31.171 cc/mol.Such changes have been expected due 
to the replacement of heavy metal oxide Sb2O3 with 

molecular weight 291.52 gm/mol by the V2O5 with 
molecular weight 181.88 gm/mol. The decrease in 
inter ionic distance; polaron radius and molar volume 
suggest that the ions in the samples becomes much 
closer with increasing the concentration of V2O5.

By recollecting the data of dielectric 
characteristics like dielectric constant and tangent 
loss of present studied ZnO-Sb2O3-B2O3: V2O5

glasses clearly point out, a slow increase of dielectric 
characteristics up to 1.0 mol% of V2O5 ( Inset of 
figures 3 and 4). This behavior of the glasses can be
understood as follows, the vanadium ions in the 
present glass network, are anticipated to primarily 
occur in V5+ state along with the V4+ state. However, 
there is a good chance that the following equilibrium 
could occur when the glasses melt at greater 
temperatures. These results anticipated the possibility 
of taking place redox equilibrium between the V5+

and V4+ state by following equation (1)

2 𝑉𝑉𝑉𝑉5+ +  𝑂𝑂𝑂𝑂2− ⇌ 2𝑉𝑉𝑉𝑉4+ +  1
2
𝑂𝑂𝑂𝑂2 ↑--- (1)

The V4+ ions create VO2+ complexes, which may 
function as modifiers and distort the network of glass, 
whereas the V5+ ions form locations with VO5

trigonal bipyramidal structural units. Vanadium ions 
typically reside in the V4+ state and occupy modifying 
sites with rise of V2O5 up to 1.0 mol%. Such an 
increase ostensibly indicates a serious degree of 
disarray in the glass V10 network, in another words,
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[28, 29] the vanadium ions are becoming more 
prevalent and actively taking the part of 
modifications of network with V2O5.

It is well known that, the polarizability in an
insulating material is due to the contribution of four 
types of polarizations viz., electronic, ionic, dipolar, 
and space charge polarisation. Among these first one 
is due to electric stain and rapid process, second one 
is due to displacements of ions from their equilibrium 
positons, slower than the first one, third one is due to 
alignment of dipoles towards the external electric 
field, takes more time than the first two, whereas last 
one is due to migration of ions towards the opposite 
polarity electrodes, slowest process among four.
From Figure 3 and 4, the frequency dependency of 
dielectric constant and dielectric loss at a room
temperature shows that higher value of ε’ and tanδ at 
lower frequency strongly confirms the contribution 
of space charge polarization in the glass samples.

In ZnO-Sb2O3-B2O3 glass (base sample), the 
dielectric loss (Tanδ) varies with temperature at any 
frequency exhibits a distinct peak at about 100oc
suggesting dipolar relaxation of dielectric loss in the 
samples. With the introduction of V2O5 in the glass 

matric, the intensity and half width of these 
relaxation peaks increases and shift towards lower 
temperature. Similar results observed with increasing 
the concentration of V2O5 in glass matrix. 
Traditionally, the dielectric relaxations are described 
at a stable temperature using a variable frequency. 
V4+ ions are responsible for the relaxation effects 
seen in the current glass samples.Vanadium ions may 
predominately present in V4+ sate get involved with 
glass altering positions as evidenced by expansion of 
breadth and depth of relaxation peaks and the 
lowering of activation energy in the samples from V2

to V10. Regarding different concentrations of V2O5,
Using these graphs, the effective activation energy 
(Wd) for the dipoles is computed using relation (2)

𝑓𝑓𝑓𝑓 = 𝑓𝑓𝑓𝑓0𝑒𝑒𝑒𝑒
�−𝑊𝑊𝑊𝑊𝑑𝑑𝑑𝑑

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾� � ---                    (2)

Activation energy (Wd) for the dipoles is reported
in Table 3 along with other significant information on 
dielectric loss. Glass V10 is reported to posses lowest 
activation energy, which supports the V4+ due to the 
VO2+ behaves as modifier in the glass network.

Table 3 – Data on dielectric loss and Activation energy of ZnO-Sb2O3 -B2O3: V2O5 glasses

Glass Temp (oC) Dielectric loss A.E for 
dipoles(eV)1kHz 10kHz 100kHz

V0 30
100
250

0.008
0.009
0.045

0.007
0.008
0.030

0.005
0.006
0.027

2.8

V2 30
100
250

0.009
0.011
0.050

0.007
0.010
0.035

0.006
0.007
0.030

2.65

V4 30
100
250

0.011
0.014
0.080

0.010
0.011
0.045

0.007
0.009
0.040

2.54

V6 30
100
250

0.013
0.016
0.095

0.014
0.013
0.080

0.009
0.011
0.069

2.31

V8 30
100
250

0.014
0.018
0.139

0.010
0.015
0.124

0.009
0.012
0.110

2.20

V10 30
100
250

0.015
0.020
0.247

0.012
0.018
0.228

0.011
0.015
0.210

2.08
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The ac conductivity σac is calculated at different 
temperature by using relation (3).

𝜎𝜎𝜎𝜎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝜔𝜔𝜔𝜔𝜀𝜀𝜀𝜀𝑜𝑜𝑜𝑜𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀𝜀---                  (3)

Where, 𝜀𝜀𝜀𝜀𝑜𝑜𝑜𝑜 is the vacuum dielectric constant at 
100 kHz frequency. Figure 8 shows the variation of
log σac against 1/T for glasses containing different 

concentration of V2O5 (measured at 100 kHz). The 
activation energy for conduction evaluates in the 
region of high temperatures (where it was possible to 
observe a nearly linear dependency of log σac with 
1/T) based on these graphs and presented in Table 4;
the activation energy is decrease linearly with 
conductivity; it is shown the lowest possible for the 
glass V10 (inset (a) of Figure. 8).

Figure 8 –Variation of ac conductivity with 1/T measured at 100 kHz for
ZnO-Sb2O3-B2O3 glasses doped with different concentrations of V2O5. Inset a)

represents variation of ac conductivity with activation energy, b) represents
variation of ac conductivity with concentration of V2O5.

Table 4 – Summary of data on ac conductivity of ZnO-Sb2O3-B2O3: V2O5 glasses

Glass
N(Ef) in 1021 eV-1/cm3

AE for conduction (eV)
Austin Butcher Pollack

V0 0.848 0.410 1.007 0.395
V2 1.259 0.525 1.278 0.351
V4 1.310 0.609 1.370 0.324
V6 1.561 0.641 1.484 0.286
V8 1.718 0.716 1.745 0.269
V10 1.907 0.813 1.891 0.240
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A connection that is almost linear is seen when 
log σac is depicted on a graph as a function of the 
activation energy for conduction (Figure 8). This 
finding demonstrates increased conductivity is 
directly owing to charge carriers thermally 
enhanced mobility in the high temperature zone 
[30]. At x = 1.0 mol%, the conductivity curve with 
respect toV2O5 concentration reaches its 
maximum (Figure 8). The energy of activation for 
conduction showed a minimum at x = 1.0 mol% 
(inset of Fig. 8). These data point to a change in \

conductivity (from 0 to 1.0 mol% of V2O5) from 
largely electronic to primarily ionic [31].The 
ionic conductions active centers, the non-bridging 
oxygen molecules, the ion modifier contents, and 
the ionic transport all gradually increase. The low 
temperature component of conductivity, which is 
taking part in the progression of switching from 
V5+ ⇔ V4+, can be interpreted using a quantum 
mechanical model [32]. It is discovered that the 
value of N (EF) calculated by using standard 
equation (4)[33],

 𝜎𝜎𝜎𝜎(𝜔𝜔𝜔𝜔) =  𝜆𝜆𝜆𝜆𝑒𝑒𝑒𝑒2𝐾𝐾𝐾𝐾𝐵𝐵𝐵𝐵𝑇𝑇𝑇𝑇[𝑁𝑁𝑁𝑁(𝐸𝐸𝐸𝐸𝐹𝐹𝐹𝐹)]2(𝛼𝛼𝛼𝛼′)−5𝜔𝜔𝜔𝜔 �𝑙𝑙𝑙𝑙𝜀𝜀𝜀𝜀 �𝜈𝜈𝜈𝜈𝑝𝑝𝑝𝑝ℎ 𝜔𝜔𝜔𝜔� ��
4

--- (4)

Where λ=π/3 for Austin, λ=3.66 (π2/6) for 
Butcher and λ=π4/96 for Pollack, whereas the 
symbols N (EF), σ, ω, e, KB, νph ( ~ 0.5Å–1), T having 
standard meanings. The value of N (EF) rises with 
rising V2O5 concentration up to 1.0 mol%, such 
changes are in line with past claims that vanadium 
ions predominately occur in the V4+ state and serve 
as modifiers in the samples. 

 
Conclusions

In conclusion, ZnO-Sb2O3-B2O3:V2O5 glasses were 
prepared by systematic replacement of Sb2O3 with V2O5

0.1 to 1.0 mol%. In relation to V2O5 concentration, 
various electric and dielectric properties were measured

and presented systematically. The perceived rise in 
dielectric constant (ε) and dielectric loss (tan δ) according 
to frequency and temperature, were explained 
contribution of space charge polarization in the glass 
sample and confirms the existence of equilibrium 
between V5+⇔V4+ ions in glass matrix. V4+ ions acts as a 
modifier in the glass samples. Among the studied glass 
samples, the glass with 1.0 mol% of V2O5 possess 
maximum ac conductivity, minimum activation energy 
for conductivity. Hence, V10 glass is better suited to 
accomplishing the desired electric conductivity in those 
glasses and these glasses have been used as electrode 
glass, optical amplifiers. This has been further confirmed 
with help of other studies like spectroscopic and non-
linear optics.
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